Xsuite
physics manual

CERN - Geneva, Switzerland







Contents

1 Single-particle tracking

1.1
1.2

1.3

1.4

1.5

2.1
2.2
23
24
2.5
2.6
2.7

Notation and reference frame . . . . . .. . ... ... ... .......
Hamiltonian and particle coordinates . . . . ... ... ... ......
121 Longitudinal coordinates . . . ... ................
1.2.2 Hamiltonian with different coordinate choices . . . .. ... ..
Symplecticintegrators . . . . ... ... L L oo Lo
1.3.1 Hamiltonians of the implemented maps . . . . . ... ... ...
132 Magnetmodels . . ... ... ... . Lo oo
Cavity time, energy errors and acceleration . . . . ... ... ... ...
14.1 Implementing energyerrors. . . . ... ... ... ........
142 Acceleration . . . . . .. . .. ...
Beamelements. . . . . . . . ... ...
151 Drift . . . .. e
152 Dipole ... ... ...
1.5.3 Combined dipole quadrupole . . . . ... ... ... ... ..
1.54 ThinMultipole . . ... ... ... ... . .. o L
155 AcceleratingCavity . . ... ....................
15,6 RFE-Multipole . . ... ... ... ... ... ... . ... ...,
1.5.7 Solenoid . . . . . . . . . . ...
1.5.8 Tiltedsolenoid . . ... ... .. ... . .. ... ... .. ...
159 AC-dipole . . ... ... .. ..
1.5.10 Wire . . . . . . . e e
1.5.11 Misalignment . . . .. ... ... ... ... ... ... ..
1.5.12 ElectronLens . . . . . . .. . .. . ... ... ..
1.5.13 ElectronCooler . . . . . . . . . . . . . . .

Linear optics calculations

Diagonalisation of one-turn matrix . . . . ... ... ... ... ... ..
Normalisation of eigenvectors . . . . . ... ................
Conversion to normalized coordinates . . . . ... ... .........
Twiss parameters . . . . ... ... ... Lo
Transformation to normalized coordinates . . . . . ... ... ......
Action, amplitude and emittance . . . . ... ... ... . 0oL
Dispersion and crab dispersion . . . .. ... .. ... ... ..... ..
271 Dispersion . . . . . ...
272 Crabdispersion . . . .. ... .. .. ... ... L.

Q0 0 N3 O O U1 Ut



CONTENTS

2.8 Linear betatroncoupling . . . . . ... ... ... ... . .0 L.

Synchrotron radiation

3.1 Damping from synchrotron radiation . . . ... ... ... .......

3.2 Equilibrium emittance . . . . ... ... . Lo oo Lo L

3.3 Radiationintegrals . . ... ... ... ... ... . ... . ..o ..
3.3.1 Derivations . . . . . . . . . e

Synchrotron motion

4.1 Linearizedmotion. . . . . . . . . . . . . e

42 Smooth approximation . . . .. ... ... ... Lo o L

4.3 Hamiltonian of the synchrotronmotion . . ... ... ... .......
431 Fixedpoints . . .. ... ... . oo

Spin tracking and polarization

51 Spintracking. . . ... .. .. ... L
5.2 Linear transport matrix includingspin . . . . . ... ... ... ... ..
5.3 Invariant Spin Field - first order computation . . . . . . ... ... ...
5.4 Equilibrium polarization and polarization time . . . . . . ... ... ..
5.5 Monte Carlo method for equilibrium polarization . .. ... ... ...

Coasting beams

6.1 (definitionandupdate. . . . ... ... ... oo Lo L
6.2 Handling particles jumping to the following frame . . . . . .. ... ..
6.3 Proofs . . . . . . . e

Space charge and beam-beam forces
7.1 Fields generated by a bunch of particles . . . .. ... ... ... ... ..
711 25D approximation . . ... ...... .. ... .. ...
712 Modulated2D . . . . ... ...
72 Lorentzforce . . . . . . . . . . .
73 Spacecharge . . ... ... ... ... ...
74 Beam-beam interaction (4D model) . . . . ... ... oL
7.5 Longitudinal profiles . . . . ... ... .. ... ... .. ...
7.5.1 Gaussianprofile. . . . . .. ... Lo Lo
752 g-Gaussian. . . ... .. ... . o
7.6 Beam-beam interaction (6D model, Hirata method) . ... .. ... ..
7.6.1 Direct Lorentz boost (for the weak beam) . . . .. ... ... ..
7.6.2 Synchro-beammapping . . . ... ... ... ... ... ...,
7.6.3 Propagation of the strong beam to the collision point . . . . . .
7.6.4 Forces and kicks on weak beam particles . . .. ... ... ...
7.6.5 Inverse Lorentz boost (for the weak beam) . . .. ... ... ..
7.6.6 Additional material . . . . ... ... ... oL
7.7 Beam-beam interaction (6d model, ParticleInCell) . . . . . .. ... ..
7.7.1 Propagation of particles during the interaction . . . . . ... ..
7.72  Time relation between the twobeams . . .. ... ... ... ..
773 Computationof thekick . . . .. ........ ... .. .. .. ...



CONTENTS 5

8

10

11

7.8 Configuration of beam-beam lenses for tracking simulations (weak-

strong) . .. .. 101
7.8.1 Identification of the beam position and direction . . . . . . . .. 101
7.8.2 Computation of beam-beam separations . . . ... ....... 103
7.8.3 Crossing plane and crossingangle . . . . ... ... ....... 103
784 Thecrossingplane . . ... ... .................. 104
7.8.5 Thecrossingangle . . ... ... ............ . ..... 105
7.8.6 Transformations for the counterclockwise beam (B4) . ... .. 106
787 Crabcrossing . .. ..... ... ... ... .. .. .. ... 107
7.8.8 Configuration of beam-beam lenses forbeam?2 . . . . . ... .. 110
7.8.9 Step-by-step configuration procedure . . .. ... .. ... ... 111
Bhabha scattering and beamstrahlung 113
8.1 Bhabhascattering . . . . ... ... ... ... L o 113
8.1.1 Luminosity Computation . . .. ... ... ... ......... 114
8.1.2 Virtual Photon Generation . . . . . ... ... ........... 115
8.1.3 Inverse Compton Scattering of Virtual Photons . . . . . . . . .. 115
82 Beamstrahlung . ... ... ... ... ... ... . ... . 0 L. 116
Wakefields and impedances 119
9.1 Transverse wakefields . .. ... ... ... ... ....... . ..... 119
9.2 Transverseimpedances . . . . . . . . ... ... ... ... ... ... 120
9.3 Longitudinal wakefield . . . . .. .......... ... .. .. ... 121
94 Longitudinalimpedance . . . .. ... .. ... ... ... ... ... 121
9.5 Analyticalwakes . .. ... ... .. ... o L o 122
Intra-Beam Scattering 125
10.1 Analytical GrowthRates . . . . . ... ... .. ... ... ....... 125
10.1.1 Nagaitsev Formalism. . . . . ... ... ... . ... ...... 126
10.1.2 Bjorken-Mtingwa Formalism . . ... ............... 128
10.2 Steady-state emittances . . . . . .. ... ... L oL 131
10.2.1 Steady-state emittances with QE,SR,andIBS . . . . . . ... .. 131
10.2.2 Steady-state emittances due to betatron coupling . . . .. ... 132
10.2.3 Steady-state emittances due to an external excitation . .. . .. 133
103 IBSKicks . . . . .. .. 133
10.3.1 Analytical Kicks . .. ... ..... ... ... .. ... .. ... 133
10.3.2 KineticKicks . . ... ... ... ... o oo o 134
FFT solvers and convolutions 137
11.1 Notation for Discrete Fourier Transform . . . . . . ... ... ... ... 137
11.2 FFT convolution-1Dcase . . . ... ... ... ... . ... ....... 137
11.3 Extension to multiple dimensions . . . . . . ... ... ... ... .. .. 142
11.4 Green functions for 2D and 3D Poisson problems . . . . . . .. ... .. 143
11.5 Generalization to observation interval different from source interval . 146

11.6 Compressed FFT convolution . . . ... ... ... . ... ....... 150



CONTENTS



Chapter 1

Single-particle tracking

XTrack is a 6D single particle symplectic tracking code used to compute the trajec-
tories of individual relativistic charged particles in circular accelerators. It has been
developed based on SixTrack.

The physical models are collected from the main references [1, 2, 3, 4, 5, 6, 7], which
contain more details of the derivation of the maps.

1.1 Notation and reference frame

The speed, momentum, energy, rest mass, charge of a particle are indicated by v, P,
E, m and g, respectively. These quantities are related by the following equations:

v = fc E? — P2c? = m?ct E = ymc? Pc = BE (1.1)

where B and 1 are the relativistic factors.
In a curvilinear reference frame defined by a constant curvature h, in the X, Z plane
and parameterized by s, the position of the particle at a time f can be written as:

Q(t) =x(s) +xx(s) +yi(s), (1.2)

and therefore identified by the coordinates s, x, y, t in the reference frame defined by
%(s) and 7(s). In particle tracking, s is normally used as independent parameter and
t as a coordinate.

The electromagnetic fields E and B can be derived in a curvilinear reference frame
from the potentials V(x,y,s,t) and A(x,y,s,t), where

A(x,y,5,t) = Ax(x,y,s,t)%(s) + Ay(x,y,5,1)7(s) + As(x,y,s,1)2(s) (1.3)

and for which:

A . . 1 5
- - aSAy A asAx - ax(l + I’lX)AS ~
B—VXA—(ayAS—1+hx>x ( —— )y (1.5)
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In this reference frame the canonical momenta are:
Py = myx +qAy, Py=myy+qA,, Ps=mys(1+ hx)2 +q(1+hx)As.  (1.7)
and the energy of a particle and the field is

; — g As(1+ hx))?
E=q¢+c\/ (mey? + (ql +(hlx; v) +(Px = qA)2 + (Py —qAy)% (18)

1.2 Hamiltonian and particle coordinates

If s(¢) is monotonically increasing, it is possible to derive the equations of motion
using s as the independent parameter, (—t, E) as conjugate coordinates and —P; as
Hamiltonian.

Ps = (1 + hx) <\/(E—C_2qq®2 — (mc)? — (Py — qAx)? — (Py — qAy)> + qu> (1.9)

Since in accelerators the orbits of the particles are often a perturbation of the refer-
ence trajectory followed by a particle with rest mass my, charge o, speed Boc and
momentum Py, one could use the following derived quantities that usually assume
small values:

mo P(x,y) _4mo

— _ 1

Note that here m is used to indicate the rest mass of particles of species different
from the reference particle (which has mass m) and not the relativistic mass. Further
rescaling the energy and charge density as

mo E(x,y,s)

e(x,y,s) = - 2

¢(x,y,8) = %(P(x,y,s), (1.11)

and as all canonical momenta scale with the same factor, we can define a new Hamil-
tonian H that still satisfies the same equations of motion:

~ mpy 1
H(x;y;_t; Px/ Py/e) - EOP_OH(nyI_tIPXI Pyr E)

~ e 2 1
H = —(1+hx) (\/(E —xe) - g2 P = xax)? = (py — xay)? +xa5> (112)

070

1.2.1 Longitudinal coordinates

Different sets of longitudinal coordinates can be used:

gf:s%—ﬁct T:é—ct {=s— Boct (1.13)
p™ _ p, 1 E™ _ E, 1 E™ _E,

_Pa _ 1By — ko N T 1.14

° Py PT= B8 E pe 2 Eo (114
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where variables in the same columns are canonically conjugate.

The different longitudinal variables can be easily related to each other:

B

CIﬁTIﬁOC

pr = Bopg
(5:,/]9%—1—2%—1—1—1:[3;9-;—1—%

\/ﬁopg+2pg+1—lZﬁﬁopﬁﬁgoﬁo
v = Y0(1+ Bopr)

1—Po
1 - PO
‘B \/ 1+,30PT

(1.15)
(1.16)

(1.17)

(1.18)
(1.19)

(1.20)

For small energy deviations (0 < 1, pr < 1, p; < 1), we can neglect the terms of

order 62, p2, p% and higher, hence the following approximations hold:

~ Pr
o~ By
5~ pg
B~ Bo+ (1-Bj)p:

1.2.2 Hamiltonian with different coordinate choices

The conjugate pairs can be generated by the following generating functions

S 1+6
Fz—xpx+ypy (50—0

)i
oo (o) ()
)

Fy = xpx +ypy + < (ﬁopg + )

The Hamiltonians are then:

F
1F2(_t/ pnewzs)/ e = %/ Jnew = 3Pnew Hpew = H‘|‘ 9 2

(1.21)

(1.22)
(1.23)

(1.24)
(1.25)

(1.26)



10 CHAPTER 1. SINGLE-PARTICLE TRACKING

2
Hs = 1o (14 hx) (\/(1—H - X(P> - # — (px — xax)* — (py — xay)? +Xﬂs)

070

2
Pt 1 1
HT:——1+I’1X (T+__ >_—_ x axz_ - El 2+ as
gy ¢ )(\/p B, X? 7.2 (Px = xax)? = (py — xay) x)

2
1
Hz = p; — (1 + hx) (\/(ﬁopg + = —X(P) TR (px — xax)? — (py — xay)? +xas)

070

Note that things get complicated when using the pair (&, ), as then the Hamiltonian
contains terms in B, which in turn depends on the energy. In particular:

9 _ 1 p
%~ Pis 1.27)

For this reason we prefer using H; when deriving the equations of motion. Note that
when ¢ = 0, the Hamiltonian simplifies into:

H. = Z; (1+ hx) (\/(1—1-5)2_(Px—X“x)z_(Py_X“y)2+XaS) (1.28)

The following identities are useful to derive the equations of motion:

= = - 1.29
ap.  1+6 B (1.29)

35 (550 ) = a0

1.3 Symplectic integrators

1.3.1 Hamiltonians of the implemented maps

Xsuite provides maps for the following Hamiltonians

We call /- = \/(1+5)2—p§—p5:
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Map Parameters Description
D 1 Drift exact Hp = & — \/(1 +6)2 — p2 — p?
De 1 Drift expanded Hp, = % — 55‘1?;%
Dc 1 Correction drift exact Hp. = Hp — Hp,
R h,1 Curved drift Hg = % — (1+ hx) <\/_)
Br ko, 1 Rectangular bend Hg, = % — /o —bx
B k0,1, h Exact Bend Hp = & — (1 + hx) <\/_ — ko <x — 2(1thzx)>>
Kh h,1l Thin curvature kick Hg, = —hx
KOh kO, Weak focusing Hyon = koh%2
KO kO, 1 Dipole kick Hgo = kox
K1 ki,1 Quadrupole kick Hx1 =k 272
Kih ki1,h,1 Quad correction Hxip = k1h2x3_3xy ’
Kn kn, ks, 1 Multipole Hyg, = —R (ZnNzo(kn + iky) u&iﬁ;#)
Knh kn, ks h Curved Multipoles Not yet available
M k0,k1,I,h  2nd order Hamiltonian Hg, = % + %% + (ko —h)x + kOZ—XZ + k1 ngyz
S ks,1 Solenoid Hg = bt — \/ (1+06)2 — (px - %y)z - (Py + %)2

1.3.2 Magnet models

The maps are combined to obtain the following models of magnetic elements:

Model h=0,ks=0

h#0,ks=0

rot-kick-rot
bend-kick-bend
matrix-kick-matrix
drift-kick-drift-exact
drift-kick-drift-expanded

[D], [KO K1 Kn]
[Br], [K1 Kn]
[M], [Kn Dc]
[D], [KO K1 Kn]
[De], [KO K1 Kn]

[R], [KO KOh K1 K1h Kn Knh]

[B], [K1 K1h Kn Knh]

[M], [K1h Kn Knh Dc]

[D], [Kh KO KOh K1 K1h Kn Knh]
[De], [Kh KO KOh K1 K1h Kn Knh]

1.3.2.1 Map for the exact bend

This map is adapted from [8].
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) = i (/@0 = pa(2 = - 0 ) 131
px(s) = pxcos(hs) + (\/(1 +6)2 — p} — p? — kox (% - x)) sin(hs) (1.32)
_ pysh  py [ 4 Px il px(s)
y(s) =y+—-— Kox +k0X (Slﬂ ( (1+5)2p§> sin ( (1—“5)2;7%))
(1.33)
py(s) = py (1.34)
5(s) = (1.35)

S — o | (L+)sh  (1+49) - Px Cn ! px(s)
e ﬁ[ ST ( ( <1+5>vy) s ( (1462 p3

(1.36)
1.3.2.2 Map for the straight bend
This map is adapted from [8].
1
K(L) = x o (U072 = pe(L)2 = pf = \[(1+0)2 = p2 — p}) (1.37)
px(L) = px — koxL (1.38)
Py | -1 px 1 px(L)
L)=y+ —= | sin — sin (1.39)
T ( ( 1+ py) ( <1+5>2v§))
py(L) = py (1.40)
S(L) =6 (1.41)
Po |1+0( . 1 Px 1 px(L)
)= - Y _
¢(L)=¢ 5 | Tox (sm ( (1+5)2p§) sin ( Y py))]
(1.42)
1.4 Cavity time, energy errors and acceleration
A cavity kick depends on:
sin(27tfT + ¢) (1.43)

where T is laboratory time.
For the most general case:

))
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sin(27fT 4 ¢) = sin (Zn £2 ﬁ_f + 4>) (1.44)
0
Most codes drop the term 27tfs/(Boc) that is
sin(2rfT 4 ¢) — sin (—27‘(f% —|—<P) (1.45)
0

to make sure that a particle that is syncrhonous to the reference trajectory is in phase
with the cavity.

1.4.1 Implementing energy errors

One can define

s=sp+mn(Lop—L)+nL
frev = Boc/L (1.46)
f - hfrev

where sg is the path length at the cavity turn at 0, Ly is the design circumference, 7 is
the turn number, / is the harmonic number, L is the new path length with an energy
error. Indeed one could write L = Ly(1 + #J;) where 7 is a constant property of the
lattice.

Multiple cavities can have their own defined L.

Using these definitions, then

sin(277fT + ¢) =sin (mh Froy 2F ”(Lﬁo - D-¢, 4>) (1.47)
0
—sin (27'chfrevn(L0 ; i) —6 gb') (1.48)
0

where ¢/ = 2750 4 ¢

In MAD-X twiss and MADS, indeed the longitudinal coordinates is directly ' =
n(Ly — L) — ¢ and the term n(Ly — L) is added smoothly in each thick element. This
forces all the cavities to share the same L or frey.

In SixTrack or MAD-X track, one could simply define a turn dependent phase

¢ = ¢o + 27th freyn (Lo — L) (1.49)

which is very general or in alternative add a special element that perform at each turn
the following transformation:

Cnew = (LO - L) - Cold (150)
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1.4.2 Acceleration

Accelaration can be achieved by renormalized the relative variables using a new mo-
mentum reference. This has the side effect that the fields of the magnets (expressed
in normalized strength) follow the energy ramp and that the cavity frequency (if ex-
pressed in terms of the harmonic number (NB we should perhaps change this in the
Xtrack interface) is updated.

The re-normalization if done once at each turn is:

p = Px0ld Fooid p = Py,old To1d (1.51)
x,new — Fx,o0 Mnew — ,0 :
P 0,new Y v P 0,new
o P 0,0ld - Pr,0ld P 0,0ld € + EO,old - E0,r1ew
5new - (5old + 1) —1 Ptnew =
P 0,new P 0,newC

(1.52)

1 1 1 1
n =3 — — TII = S — — T 1.53
g o ’BO < ,BO,new ,B 0,0ld ) gOId o (,BO,new ﬁO,old > old ( )
(1.54)

1.5 Beam elements

1.5.1 Drift

A drift is a straight, field-free region (h(x,y) = 0, V = 0 and A = 0). The exact and
expanded Hamiltonian for a drift space are

H—ﬁ—\/(1+5)2— 2 _ 2~&—5+1p3‘+p§ (1.55)
T_,BO Px pywﬁo 2 146 ° :
The map is given by solving the equations of motion:

dpi . oH dql . oH

ds 9y ds  9p; (1.56)

As there is no explicit dependency on the position coordinates in the Hamiltonian,
the momenta remain unchanged in a drift.
For the position coordinates, we get:

/—&z Px

(x) = b, 140 (1.57)
r_ Py __ Py

() = . ¥ 145 (1.58)
, 1 1146 1 1 117247

= 2ite bt 22 (1.59)
O =5 B TR B B 2

p: =1/ (1402 —pi—p} (1.60)
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1.5.1.1 Expanded Drift

The map relative to the expanded Hamiltonian is then

_ Px _ Py
140 L (L.61)
X < x + xpl Yy y+ypl (1.62)
X2 412
C%Hl(l—%(HTy")) (1.63)

1.5.1.2 Exact Drift

The map relative to the exact Hamiltonian is then

x<—x+%l y%y+&l (1.64)
§<—§+l<1—%1;5) (1.65)

1.5.1.3 Polar Drift

It is possible to define a “polar” drift that has the effect of rotating the reference frame
[8] for instance in the x-z plane

Px < pxcosf + p,sin®  p, < —pysind + p,cosb (1.66)
z= —xsin0 x'=px/p2 v =py/p: (1.67)
X ¢ xcosf —x'z Yy y—x'z T<—T+251;5. (1.68)

z

where 0 is the angle bringing the new £ towards the old Z. The map can be also gen-
erated by combining a rotation with a —x sin(0)-length drift. In case of an £ rotation
the role of x and y are interchanged.

1.5.2 Dipole

In a curvilinear reference system with a constant curvature / in the horizontal plane
a uniform magnetic field can be derived by the vector potential:

Ay =0 A, =0 A; = —B x—h—xz (1.69)
X — Yy y — Y s — y 2(1+hx) . .

With the following normalization kg = %‘)By is the inverse of the bending radius of the
reference particle.
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The exact and expanded Hamiltonian for a horizontal bending magnet is (eq. 2.12 in

[2])

_ Pt _ 2_ 00 T
H B (1+hx)\/(1+5) px — Py + xko <x+ > ) (1.70)
2, .2 2
- Pt 1px+py_ hx
~ 8 T2 150 (14 hx)(140) + xko X+ - (1.71)

1.5.2.1 Thin dipole

The map for a thin dipole kick (horizontal or vertical) from the expanded Hamiltonian
is (eq. 4.12 in [4]):

Px < Px+ (hxl — Xkol) + hyld — Xkolhxx (1.72)

py < py — (hyl — xkol) — hy16 — xkolhyy (1.73)
hex —h

T T— %l. (1.74)

1.5.2.2 Thick dipole

Defining the following quantities,

kohy __ kohy
R “ =

ery = COS( Gx,yL)r Sx,y = Sin( Gx,yL) (1.76)

(1.75)
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the map relative to the expanded Hamiltonian is (eq. 4.11 in [2])

1 5
x < Cy - x—i—\/_1+5 x—i—h—(l—Cx) (1.77)
X
pxe—\/Gx(l—l—(S) sx X+Cx-pr+6V1+6-5, (1.78)
5
y<GCy+—7= \/—1+(5 Pyt ( —Cy) (1.79)
py <+ —1/Gy(1+6) -sy-y+cy-py+(5\/1+5-sy (1.80)
C%C+L< —%) (1.81)
_ B X+ p+ 2Ly + py+06|2L— S
B | VGx Iy VGy hy Y VG: /Gy
(1.82)
180 AN p? 0 282
ip G"( )( h>+< )(1+5) )T P
(1.83)
C,S C,S p2 5\ 25
G, [1L— 2y A R (__)_. |
i y( ,/_Gy> +< TG, ) arer U Th ) Tre Py
(1.84)

1.5.2.3 Dipole Edge effects

Considering the dipole edge effects from a dipole of length L and bending angle 6,
the map is

+6

Px — Px + tan(a) - x

Py — Py — tan(a) - y,

where the bending radius p and « are defined as

1.5.2.4 Fringe field

Based on: https://cds.cern.ch/record/2857004
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The map of the fringe field of a bending magnet can be written as:

where:

D (px, py,0) =

We define:

So we can rewrite:

D (px, py,0) =

SO wWe can rewrite:

2
f_ Y
y =
1+,/1—2§%y
xf = + 1 aCID f2
28pxy
py = py— @y
f_7y Polo® p
kor' e (A Py (1402
1+y2 P2 P
xl
¢ ( /}/) 1_|_y/2
146)% —p?
‘Px(Px/Pyr‘S) = %
(1+6)*—p
Py (px, Py, 6) = 3 !
Z

kox’ (140)>—p?
_rot _gk%)fint < y +x/2

1+y? P2

u+&2—ﬁ>

p3

® (P, pu,8) = kogo(x',y') — & fine (& (Px, Py 8) + ¥ (px, 1, 9))

The derivatives can be written as:

0P _ 1 (2900x" | oo 3y , 0x'

apx ko (ax’ Py + oy’ Ay &k? fint + 2x —(px
0D _ (b0 0x' | 990 0y 4’y /

% - kO (ax’ apy + ay/ apy Ofmt —|— 2x _47x +
0P I dx’ 9 oY’ P

g—ko (a_x’a_éJra_y/% &k? fint +2 54;x

Expression of all other quantities needed for the calculation:

(1.85)

(1.86)

(1.87)
(1.88)

(1.89)

(1.90)

(1.91)

(1.92)

(1.93)

(1.94)

(1.95)
(1.96)

(1.97)



1.5. BEAM ELEMENTS

a(Px _ 2
p3opx

opx
Ipy

9
1)

¥ =P
Pz
o _ _pedpz 1
opx  piopx Pz
ox'  pxop;
opy  pZopx
ox'"  pxop;
) p2 96
; Py
y = D
9 _ _Pyopz
dpy p2 opy
W _ pop 1
dpy  piopy  p:
W _ _Pyop:
N p2 96

(140)* —p3

3 dp;

(107 -4) —255

3 9p:

=-S5 (402 - p2)

piopy

3 dp; (1+49)

- 2% ((1 +6)2— pi) o2

)

Z
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(1.98)
(1.99)
(1.100)

(1.101)

(1.102)
(1.103)
(1.104)

(1.105)

(1.106)

(1.107)
(1.108)

(1.109)

(1.110)
(1.111)

(1.112)

(1.113)
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(1+6)*—pj
TR
dpy 3 dp: 2 .2
dpx  piops <(1+5) —Py>
dpy 3 9p; 2 2 Py
op, ~ it (1797 7R) 2
a X 3 a z 1+5
= o (1 or ) #2050
va z
x/
¢0:—1+y’2
acpo . 1
ox'  1+y?
%_ 2x/y/

ay/ _ (1+y/2)2

1.5.2.5 MADS fringe

Again nased on: https://cds.cern.ch/record/2857004 (eq. 37)
The map of the fringe field of a bending magnet can be written as:

f— 2y
1+ 1—237‘1;y
1Y 2
foxy LOT
X x+28pxy
Py =py—¥y/
f_ryPold¥ g
C =t g5

where:

_ x!
k4 (pX/ Py/ (S) = kO tan 1 (1—|——/2) —gk%fmtpz (1 + x/Z (2 _|_y/2>>

Y
We define:

!/

A A
olx.y) = 1+ y2

$1(x,y') =1 +2x"% + x2y?

SO we can write
Y = kotan ™" (o) — 8k fintp=1

(1.114)
(1.115)
(1.116)

(1.117)

(1.118)
(1.119)

(1.120)

(1.121)

(1.122)

(1.123)

(1.124)

(1.125)

(1.126)

(1.127)

(1.128)
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from which:

oY

P« -

o _
dpy
B_T
00

1.5.3 Combined dipole quadrupole

°1 + ¢} apy
1 a(PQ
T2 00

. 1 9o ey (
1+¢%apx 0 int

! a(PO (ijint ((Pl_ + pzs— P >

‘P1>
Ipx pap

Py dpy

1
gk%)fint( ap ~|—Pz§5)

84)0,1 _ agb(),l ax’ 84)0,1 ay’
Py ox' dpy Yy’ Jdpx
84)0,1 _ aqu ox’ 84)011 E)y’
dpy dx’ dpy dy’ dpy
dpo1 _ 9¢o19x" | 9o, 9y’
00 ox’ 96 oy’ 9o
x/
(PO 1 +y/2
a(,bo B 1
'  1+y?
Ao 2xy

oy (1+y?)?

¢1 =14 2x"
% = 4x" + 2x
0
a;r;} — 2x/2yl

2. 12

+xy

)
y

The following vector potential in curvilinear coordinates

produce a field

2
___ & o
As = 1+hx(2

_ hxy
Bx_g(y+1+hx)

2 3
y- | hx
s+ )

B, =gx

21

(1.129)
(1.130)

(1.131)

(1.132)

(1.133)
(1.134)

(1.135)

(1.136)
(1.137)

(1.138)

(1.139)
(1.140)

(1.141)

(1.142)

(1.143)
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The following vector potential in curvilinear coordinates

2 2 3 2
_ 8 (¥ _y  hx hxy
As = 1+hx(2 2 773 2 ) (1.149)

produce a field

h 2
By = gy By =g (x + 7 ) (1.145)

1.5.4 Thin Multipole

The effect of a thin multipole can be approximated by the following Hamiltonian
Alongitudinally uniform static magnetic field can be described by the following equa-
tions

B, +iAy

By+iBy =Y ———"(x+iy)"! (1.146)
n=1 o
—
— By Y Myt (1.147)
n=N Tp

The kick AP = g2 x (By% + B,¥) translates into
Apx — ipy = = x (B, +iBy) (1.148)
0

A thin multiple idealizes the effect of the field by taking the limit of the integration
length going to zero while keeping constant the integrated strength. The Hamiltonian
is:

1 L . —+1
H = 5(s)xLR n;() CES (kn + ikn) (x +iy)" ] . (1.149)
where
Ky = nt 10 Bt By =m0 Ane1, (1.150)
Po 1o Po To
The corresponding map is:
o ) -
px < px—xL-R Z ﬁ(k" +ikn)(x +iy)" |, (1.151)
_n:0 ) -
o ) G
Py py+al-S | )k + k) (x +iy)" | (1.152)
_n:0 ) -

In case a curvature /, the vector potential become:
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flxy) = / Bx(x,y)dy (1.153)

g(x,y) = /axBx(x,y)dy (1.154)
Y(1+ h)(g(%, ¥)+hf(x,y)d

(e = 29 flag) - EOHICED LD Lhfpis e

i (—hf (8(x,y) — [bxM(2,y) dy — h [ bx(%,y) dy — hiby(%,y) — by(f,y)) dx
hx +1

(1.156)

1.5.5 Accelerating Cavity

The approximated energy gain of a particle passing through an electric field of fre-
quency f = 27"1 - for which:
1/2
Vsin(¢ — kt) = / E(0,0, t,5) ds. (1.157)
~1/2

An equivalent vector potential can be derived and normalized as

__Vv _ _ o
A = » cos(¢p — k) Vi = Poc (1.158)

from which one can derive the following map

s§— 50
, 1.159
B ) (1.159)
where the additional terms in the phase is added in case harmonic number is not
exactly integer and the phase is unlocked phase ). The new 6 can be updated from the
new pr.

pr < pr + xVusin(

1.5.6 RF-Multipole

The RF-multipole generalizes the interaction of a particle with an electromagnetic
tield by assuming that

L/2

(y o) =q )  Eloyt) (1.160)
L/2

AP(x,y,7) =1 [ By b) + PeBy(x,y,t) ds (1.161)
L/2

APy(x,y,T) = q/L/z (x,y,t) — BcBx(x,y, t) ds. (1.162)
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are harmonic in x, y and periodic in T of frequency f = Zim such that:
N ~ A
as(x,y,7) =R [Z <kn cos(¢pn — k) + iky cos(Ppn — kT)) (x+iy)"|, (1.163)
n=1
The map then follows:
Ny o
Apx = — 21 AR | (knC+ ik Co) (x 4+ i) "1 (1.164)
n=
Ny o
Apy =Y A8 [(knCn + ik Co) (x + iy)(”_l)] , (1.165)
n=1"""
N A
Ape = —xk Y R [(knSu +iknSn) (x +iy)"], (1.166)
n=1
where
Cn = cos(¢pn — wAt) Cy = cos(py — wAt) (1.167)
Sp = sin(¢, — wAt) Sy = sin(p, — wAt). (1.168)

1.5.7 Solenoid

The derivation largely follows one by Forest [8], while the final map can be verified
to be the same as the one by Wolski [9].
We can write the Hamiltonian for the solenoid as follows:

2 b, 2 b, 2

where we have defined the normalized quantities b, = BZ’ZJ—E, Ay = Ax?,—g, ay = Ay%—g.
This can be obtained knowing the general Hamiltonian

H=p;— \/(1 +0)2 — (px — ax)? — (py — ay)? — az, (1.170)

we can extract the magnetic field potential and convince ourselves that H describes
a magnetic field with only the longitudinal component equal to B;, as expected of a
solenoid:

BZ aAZ 0A
Ay -5y T 0
dA
Az 0 T aa_?/x B,

The Hamiltonian H can be simplified, by applying the following transformation,
which should be understood as the change of reference from the general coordinate
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system X to a new Xpew:

- =
-5 0 0 b
1
T._ 0 1 35b, 0
' 1 1
-2 0 0 -5
|0 1 —3b; O |
In particular, note that if
X —Xnew — Ynew

X = Px = T_lxnew = %(px,new + py,new)
b,

y n (px,new - py,new)

| Py | | %(xnew_ynew) i

then we can rewrite H in terms of Xpew (dropping the ‘new’ suffix, while keeping it
in mind) as

K= —\/(1+6)2 — p? — b2a2.

We can simplify H even further, rewriting it in terms of the following action-angle

variables:
X = 1/%(:05(4)) and py := 1/2|b;|]sin(¢). (1.172)

The new Hamiltonian with respect to | is the following;:

K=—/(1+8)2—p2 —b2a2 =

2
J(1+5)2<\/2bzlfsin(¢)> ~ 02 cos(e)? =
2

- \/(1 +0)% — (\/msin(gb))2 - (\/MCOS@))) =

— (6220,

Then, using Hamilton’s equations, we can solve for ¢:

dp oK B oK |b-|
=5 = 9 =00 +25; =(0) -z

Let w := —b,/K. Keeping in mind that we are still in the realm of Xpew, We can
compute Xpew and ynew substituting the above into (1.172). Note that we can drop
the modulus on b, in both w and the equations below, as cos is an even function, and
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while sin is an odd function and the signs of sin(wz) and b, will cancel out anyway.

X = \/%cos (qb(O) + (—z’b—£|>> =
2] bz

@cosqb(O) cos(wz) — ) sin ¢(0) sin (_Z%) -
Px,0

xg cos(wz) — . sin(wz)
Z

Px = \/Z\ITIIsin (gb(O) + (—z%>> —

\/21b:T sin(0) cos(wz) + [b %cm(m sin (_%) _
Px0 cos(wz) + byxg sin(wz)

These equations give us the map for the solenoid in Xpew. We can write this transfor-
mation in the form of a matrix

[ cos(wz) —Sinlgi"z) 0 0
R.— b;sin(wz) cos(wz) 0 0
’ 0 o 10|
0 0 0 1}
and therefore the whole solenoid map in X as follows (let S := sin(wz) and C :=
cos(wz)):
¢ s s 1C]
2 b: 2 b,
_bS cy1 b(CZ) s
Mi=T'RrT=| * * * 2
_Ss C1 C4l S
2 b, 2 b,
b(1-C) s _bS Cil
! 2 4 2

In the tracking procedure of Xtrack (and MAD-X) the map is implemented with re-

spect to a different quantity sk, which we will denote with k, and which represents

half of magnetic field strength b,: k = %. Lets := sin(%) = sin(“F) and ¢ := cos(“F);

then we can rewrite M using the trigonometric identities:

cos(20) =2cos’f —1=1—2sin’f — CZZC 1 2_1-C

sin(20) = 2cosfsinf = sc = 5
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as the following transfer matrix

[ 2 © e %_
—kes 2 —ks® cs
M = ) ,
—cs —% & g
ks> —cs —kes 2

27

which, with relatively little effort, can be verified to correspond to the implementa-
tion of the tracking procedure. We have the following map (note the change in  is

analogous to the drift):

x < (xcos (0) +ysin(0)) cos (0) + b%(px cos (0) + py sin (0)) sin (6)

Py —% (xcos (0) +ysin (6))b,sin (0) + (px cos (0) + py sin (9)) cos (0)

y < (ycos (0) — xsin (0)) cos (0) + b%(py cos (0) — pxsin (0)) sin (6)

py —% (y cos () — xsin (0))b. sin (8) + (py cos (8) — pxsin (0)) cos (6)

(o)

2 2
where p, 1= \/((5 + 1)2 — (bz—zx — py> — <Z’2—Zy + px) ,0 = gz—ﬁ, and L is the length of

p
the thick solenoid.

1.5.8 Tilted solenoid

From solenoid frame (x’-z") to beam frame (x-z) we have the following transformation:

x=x"cos@ — 7' sinf

z=x"sin@ + 2z cos@
The inverse transformation is:

x' = xcos@ + zsinf

7/ = —xsinf + zcosb

We write the potential for solenoid with longitudinal field dependent on z:

BA z/
Ax/ = — 2( ) y/
Ba(z')
Ay/ = 5 X

(1.173)
(1.174)

(1.175)
(1.176)

(1.177)

(1.178)
(1.179)
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We compute the components in the beam frame:
Ay =cosf-A,—sinf-A,
Ay=Ay
A; =sinf- Ay +cosf- Ay

(1.180)
(1.181)

(1.182)

Replacing the coordinates x’, 1/, 2’ and using the notation abuse B4 (z) = B4 (z / cos ),

we obtain:
Ay = — BAZ(Z) ycos
Ay = BAT(Z)xcosé + BAT(Z)zsinG
Ay = — BAT(Z) ysin 6
I do a change of gauge:
Anew = A+ Vf
with: 5
f=- # yzsin®
obtaining:
B
Ay = — # y cos 0

Ay = BA?_(Z) x cos 0

Ba
4BA sin
S Zysin

: 1d
Az = —Ba(z)ysinf — 577

From this we compute the field B = V x A:

_ 1dB, . 1dBs
By(x,y,z) = 5 s xcos® — Ba(z)sinf — Eﬁzsme
1dBa
By(x,y,z) = —EE:VCOSG
B:(x,y,z) = Ba(z) cos6
We call
Byo(z) = Bx(0,0,2) = —By(z) sinf — %%zsin@

B.o(z) = B;(0,0,z) = Ba(z) cos b

We can use the above to express the field:

1 dBZO

Peloy2) =57

1dB
By(x,y,z) = —§d—;0y

B:(x,y,z) = By(z)

X + Byo(2)

(1.183)
(1.184)

(1.185)

(1.186)

(1.187)

(1.188)
(1.189)

(1.190)

(1.191)

(1.192)
(1.193)

(1.194)

(1.195)

(1.196)

(1.197)

(1.198)
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and to expres the vector potential:

B.o(z
Ax o 2702( ) y
Bo(z)
Ay — 22 X
A; = Byo(2)y

1.5.8.1 Generalization to arbitrary tilt and dipolar components

29

(1.199)

(1.200)

(1.201)

If the tilt is not in the x — z plane, and if additional dipolar components are present,

we can generalize the above obtaining the following vector potential:

BZO(Z)
Ay = > y
BZO(Z)
Ay = > X
Az = Bxo(z)y — Byo(2)x

The corresponding magnetic field is:

1dBy

Bulxy,2) = =3

1dB
By(X,y,Z) = _E dZZO y—{— By()(Z)

B.(x,y,z) = By(z)

x + Byo(2)

1.5.9 AC-dipole

(1.202)

(1.203)

(1.204)

(1.205)

(1.206)

(1.207)

The excitation amplitude of the AC-dipole is denoted by A [Tm], the excitation fre-
quency by g, [27t] and the phase of the excitation by ¢. The map presented here is
for a purely horizontal dipole, the map for a vertical dipole is obtained by replacing

Px — Py-

The effect of the AC-dipole is split into four stages. The turn number is denoted by 7.

1. A number of free turns ny,e, in which the AC-dipole has no effect on the motion.

2. Ramp-up of the voltage from 0 to the excitation amplitude A for 7yamp-up turns.

n/ _ N — Nfree

Mramp-up

A
Px — Px—I—n' . ﬁ (149)sin (271q4 - (N — Npgee) + @)
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3. Constant excitation amplitude for ng,; turns.

A .
Py — P+ ﬁ . (1 + 5) sin (27'qu : (7’1 - nfree) + ¢)

4. Ramp-down of the voltage from the excitation amplitude A to 0 for Nramp-down

turns.
" ;o N — Nfree — nramp-up — Nflat — nramp—down
nramp—down
, A .
px = pPx+n ; (14 6)sin (271qy - (1 — Nee) + P)

1.5.10 Wire

For each part we define p; = /(1 + )2 — x”2 — y’2, using the current values for x
and v/'.
Step 1. Initial backwards drift of length L = %bl.

/

/

X —x— L-x—

Pz

y/

—y—L.-—

y—y D

Step 2.

x - sin(ty) Yy’

A CoS <arctan <;—;) — tx) . (1+0)2—y"?

X — x- [cos(tx) — sin(ty) - tan (arctan (x_’) — tx)}

Pz
x/
x' =/ (1+6)2—y? sin (arctan (P_) — tx)
z
. g1 t !
X — X — 4 sm(;) = 3;2 —
cos (arctan (ﬁ) — ty> (1+6)?—x

Yy [Cos(ty) — sin(ty) - tan (arctan (g) - ty)}

zZ

. y
¥y — /(14 6)2 —xZsin (arctan (—) — ty)

Pz

Step 3. Drift part of length L = [in.

~

x—x—+1L-

‘GQ"‘S|>€

NN

y—y+L-
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Step4. Herex; = x —ryandy =y —ry.

cur-10~7
2 2
X Ty

cur-10~7

¥ oy - i [\/(lin+l)2+x1'2+y12_ \/(lin—l)z-l-xiz-i-yiz

y —y — — 2 i {\/(lin+l)2+xi2+yf — \/(lin — )2+ x2 +y?

X2+ y?

Step 5. Drift of length L = lef f — lin.

/

x—>x+Lx—
Pz

/
y—>y+Ly—

zZ

Step 6.

-sin(—t !
X —x— y-sin(~ty) : a

cos <arctan (g—;) + ty) (1+6)2—x2

y—y- [cos(—ty) —sin(—ty) - tan (arctan (y_’) + ty)]

Pz

/

: y
Yy — /(1+6)2—x2-sin (arctan (E) + ty)
/

B x - sin(—ty) . y
o Cos (arctan (;‘—5 + tx> (1+6)2 -y

X — X [cos(—tx) — sin(—fy) - tan (arctan (x—/> + tx)]

Pz

/
x' = 4/(1+6)2—y?- sin <arctan (;—) + tx>
z

Step 7. Shift.
x — x + embl - tan(ty)

tan(t,)
y — y+embl- cos(ty)

. . bl
Step 8. Negative drift of length L = 5%,

~

x—>x—1L-

~ N

y—y—-L-

‘Ns|< ‘r:|><

|
|

31
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1.5.11 Misalignment

Misalignments of elements affects the coordinates at the entrance of an element as
follows

x— (x—x5) te+ (Y —ys) - ts
y— —(x—x5) ts+ (¥ —ys) - e,

where x; and y; are the displacements in the horizontal and vertical directions, re-
spectively. t. and t; are the cosine and sine of the tilt angle for the element.

1.5.12 Electron Lens
1.5.12.1 Hollow electron lens - uniform annular profile

For a uniform distribution of the electron beam between R; and R, the radial kick
can be described by a shape function f(r) and a maximum kick strength Omax:

,
0(r) = ( rf/(R)z) - Omax (1.208)
with 7 = /x2 + y? and Omax independent of r. The shape function f(r) is defined as
I(r 2t [T
f(r) = % =1 /0 ro(r)dr (1.209)

where I is the total electron beam current, I(r) is the current enclosed in a radius r
and p(r) is the electron beam density distribution.
For a uniform profile one then obtains:

0 , <Ry

erR%

8 Ri<r<m (1.210)
1 ’ RZ S r

and 2LIr(1+ Befy) 1
T ePp

Gmax =0(R - S

(Ra) 4reo (Bp), BePpc® Ro

where L is the length of the e-lens, It the total electron beam current, §,,, the rela-
tivistic B of electron/proton beam, Bp the magnetic rigidity, c¢ the speed of light and
€0 the vacuum permittivity. The £-sign represents the two cases of the electron beam
traveling in the direction of the proton beam (+) or in the opposite direction (—).
For hollow electron beam collimation, electron and proton beam travel in the same
direction.

The kick in (x',3") can then be expressed as (note * = cos(¢), £ = sin(¢)):

(1.211)

x' = x" — Omax - :—; f(r) - x (1.212)

r
Y =y — Omax - r—; f(r)-y (1.213)



1.5. BEAM ELEMENTS 33

If the electron lens is offset by (Xoftset, Yofiset), the coordinates (x, y) are simply trans-
fered to:

X = X + Xoffset (1.214)
¥ =Y+ Yoffset (1.215)
F=1/%2+7? (1.216)
and the kick is then given by:
r N\ =
x' = x' — Omax - 7—; f(F) - % (1.217)

]

y :y/_emax'f_z'f(?)' (1.218)

<

1.5.13 Electron Cooler

Electron cooling is a process used to reduce the momentum spread of charged par-
ticles such as ions or protons. This process involves passing the particles through a
cloud of electrons that are cooler than the particles themselves. The particles lose en-
ergy as they collide with the electrons, causing them to slow down and reduce their
temperature. The Parkhomchuk model is a mathematical model that describes the
force acting on a particle as it passes through the electron cooler. This force is given
by the equation [?]:

_4e4ne A\ In (Pmin + Pmax + PL) (1.219)
me < V2 4+ Vesz) Pmin + OL
Where F is the force acting on the ion when the ion is within the radius of the electron
beam, e is the elementary charge, 1. is the density of the electrons, m, is the electron
mass, and V is the velocity difference between the ion and the electron. V. is the
effective root-mean-square velocity of motion of Larmor circles, which is influenced
by both the longitudinal root-mean-square electron velocity, Vj, and transverse drift
motions, which arise due to imperfections in the magnetic field. In particular, the
transverse motion is described by Vmagnet, which shows how the root-mean-square
electron velocity is affected by the quality of the magnetic field. The magnetic field
quality is given by the ratio of the perpendicular and longitudinal components of
the magnetic field, where 0 indicates an ideal magnetic field quality. The expression
for Vimagnet depends on the magnetic field quality in the following way: Vmagnet =
BoYoCBsatio, Where B,y is the magnetic field quality. Where c is the speed of light, B¢
is the velocity of the electrons, v is the relativistic factor, and Byatio is the magnetic
tield quality. These two parameters combine in the following way to produce the
effective electron velocity:

Veff = \/ Velz + Veﬁmgnet

The variables pmin and pmax are the minimum and maximum impact parameters and

are defined as:
v,

Pmin = (V/—c)2
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where Z is the charge of the particle, 7, is the classical electron radius.

1%

Pmax = ——————1
wplasma + %
Where wplasma is the plasma frequency, which is given by cv/47n,r, and 7 is the time
that the ion spends in the cooler. Finally, p;, is the Larmor radius of the electrons,
which is given by:

_ m,- Ve,

L= e-B

Where m, is the mass of the electron, B is the magnetic field strength, and Ve, is the
perpendicular component of the electron velocity.

1.5.13.1 Electron beam space charge

An additional effect of electron cooling that needs to be taken into consideration is
the space charge of the electron beam. Moreover, the electron beam will assume a
parabolic profile with respect to the radius, which is given by [?]:

2 2
I
AE(r) _ Tey+? (1) ~12x 107 ( ! ) (1.220)
Eo ec 130’)12 7o ‘BO Te—beam

Equation 1.220 says that the electrons at the edge electron beam have a larger momen-
tum than the electrons at the center. This means that the ions at the edge of the beam
pipe will reach a larger equilibrium momentum than the ions at the core because the
ions will assume the momentum of the electrons.

The Xsuite electron cooler allows for the inclusion of an optional effect called "space
charge neutralization," which is determined by the parameter "Neutralization space
charge." A value of 0 for this parameter indicates that there is no space charge in
the electron beam, while a value of 1 indicates that the electron beam will follow a
parabolic profile as described in Equation 1.220.

1.5.13.2 Electron beam rotation

An additional effect is the rotation of the electron beam around the beam axis due to
the magnetic field of the electron cooler. The angular velocity of the rotation is given

by I7k F x B I I
. ~ 60— (1.221)

w = = ~
€V|B|2 27‘[€0C7’£_ beam IB’)/ZBH 7%—beam ‘B’)/ZB”

The inclusion of this effect in the Xsuite electron cooler is optional and determined
by the parameter "Neutralization rotation." A value of 0 indicates that there is no
rotation of the electron beam, while a value of 1 indicates that the electron beam will
rotate with the angular frequency described in Equation 1.221.
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Linear optics calculations

Optics calculation are needed to study the motion around the closed orbit. By defining
z as the vector of 2k coordinates,

z=(z1,...,.z)" = (x = x0, px — Px0, ¥ — Y0, Py — Py0, T — T, P — o)’ (2.1)

one can define linear transfer maps (e.g. Mj_,; that propagates coordinates between
two points s1, s7) and the one-turn map (e.g. M; that combines the effects for one turn
starting from s,):

z(s2) = Mi_52z(s1) z(C +s1) = Myz(s1). (2.2)

In the following we will describe the optics calculation based on the Ripken formalism
described in [10]. A good summary is also given in the MADS physics manual [11].

2.1 Diagonalisation of one-turn matrix

Since the matrices derive from symplectic maps, the eigenvalue spectrum of the one-
turn map M consists of 2k distinct eigenvalues and linearlil independent eigenvectors.
In addition, for the motion to be stable the eigenvalues A, with eigenvectors U]:{t have
to be complex [10]:

Mot = Ao, k=1,...,3 (2.3)
of =), A=) A =1 (2.4)

As the eigenvectors are linearly independent M can be diagonalized with
M=VAV (2.5)

where V consists of the eigenvectors and A of the eigenvalues:

+ J— —
9191 Y11 " U3 _
M

V= (2.6)

_|_ — —_
U120 U1 "7 Uzp

35
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+

Pl

The same calculation can be carried out with real numbers by the following defini-
tions:

for which vii]. is the component j of eigenvector v

vki = ay *+iby, Alf = COS Jj £ 1sin g, Ui, g, b € R (2.7)
such that:
M =WRW! (2.8)
with
cospyy sinpg
—sinpy €os
R =R(uy) = , (2.9)

Cosyz  sinyj

—sinps C€oOS U3

an big oo azq bz
aip bip - azp bip

W= 2.10)
e bie -+ aze bzge

Usually py is written as py = 27t1Qy, where Qy is then the tune of the mode k.

2.2 Normalisation of eigenvectors

By convention, the eigenvectors and values are normalized, sorted and rotated so that
the following three conditions are fulfilled:

1. Plane 1 is associated with the horizontal, plane 2 with the vertical and plane 3
with the longitudinal plane. This is achieved by first normalizing the eigenvec-
tors vf and then sorting them so that:

\z;;rz]._l\ = \v].jz]._l\ = Iax vy, i=1,...,3 (2.11)

2. The eigenvectors are then rotated with a phase term ¢
v — vk exp(iy) (2.12)
such that
angle(vzzk_l) =0 P = —angle(v,‘&k_l) (2.13)
In real space, Eqn. 2.11 and 2.13 then become equivalent to:

\a]’,z]-_1| = kr:nla2x3 |£lk’]'|, bj,2j—1 = 0, ] = 1,. . ,3 (2.14)

This has the effect that a particle with x = 0 is transformed to % in the normal-
ized phase space.
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3. The sign of by ; is fixed by the symplectic condition on W

WIsw =§ (2.15)
with S defined as
0 1
S=1 -1 0 (2.16)
which is equivalent to:
al -S-by=1, bl-S-a,=-1, fork =1
al -S-b; =0, fork #1 (2.17)
al -S-a;=0, bl-S-b=0, k1=1,...,3

Eqn. 2.17 yields that in phase space g is thus obtained by an anticlockwise rota-
tion of by by 71/2 and a scaling of its length with |a;| = |bl_k|

2.3 Conversion to normalized coordinates

We will show in the following that in the normalized phase space the propagation of
particle coordinates z(s) from s; to s; isjust a rotation by an angle ¢ inthek =1,...,3
planes, while the amplitude I; and initial phase ¢ stay constant, explicitly z(s) is
then given by:

3
z2(s) = Y /2L (ai(s) cos (pro + ¢i(s)) — bie(s) sin (¢ + Pic(s))) (2.18)
=1

and

z(sp) = W(SZ)R(q)k)W(s])_lz(sl), (2.19)
with ¢ = ¢r(s2) — Pr(s1)

This implies that one turn is simply a rotation by ¢, = 27Qy where Q is the tune
of the mode k. In the transverse plane the tune (Qjy) is usually positive and the
particles rotate clockwise, while in the longitudinal plane the tune (Qjyj) is negative
above 7yt leading to an anticlockwise rotation.

For the derivation the following steps are needed:

1. The effect of one turn on the normalized variable Z(s) = W~1(s)z(s) is a rota-
tion:

2(C+s) = Wlz(s + C) BB W-lwRW12(s) = R2(s), (2.20)
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As M and R are symplectic also W is symplectic, and its inverse is thus given by

STIWTS, explicitly:

b1o
—a12

b
—da2

b3p

—asp

—bny
ai
—boy
as1
—b31

as1

b4
—a14

b4
—a4

b3y

—as34

—b13
ai3
—bo3
az3
—bss

as3

bie
—a16

bae
—a26

b3e

—4as3e

—bis
ais
—bos
azs
—bss

ass

(2.21)

2. The one-turn map and W-matrix can be propagated from s; to s; by

My = My oMM},

Wy = My, Wy

(2.22)

As Eqn. 2.20 represents a similarity transformation, the eigenvalues are thus
independent of the position s and as the rotation matrix R consists of the eigen-
values of M, the angle of the rotation y; = 27Qy is thus also independent of

S.

3. As Eqn. 2.8 represents a basis transformation from the standard IR? basis to the
eigenvector basis, the vectors a; and by are projected onto (Eqn. 2.17):

i, = Wlay = —SWTSa,

= —S(a1Say,b1Say, ..
by = Wb, = —SWTsh,

= —S(a1Sby, b1 Sy, . ..
by = Wby = —SWTSb;

= —S(a1Sb3, b1 Sbs, . ..

in the normalized phase space.

., b3Sa)T = (1,0, ..
,b3Sb)T = (0,1, ...
,b3Sb3)T = (0,0, ..

.,0)

(2.23)

1)

4. From Eqn. 2.20 it follows that the amplitude [; and initial phase ¢y of Z =

Wz = (24, 2b,, - -, Zy)

tangyg = —=—

Zp,

ak

(2.24)

(2.25)

are constants of the motion. The initial phase is defined with a minus sign in
view of the definition of the Twiss parameters, where the initial phase is then
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added (and not subtracted) to the phase advance. The components of Z are then

explicitly given by:
3
Zak = Z bklszQj,1 - bk,2]'_122]', k= 1,...,3 (2.26)
j=1
3
Zbk = Z Elk,2]'_122]' - ﬂk,szijl, k = 1,...,3. (227)
=1

An arbitrary vector z(s) can thus be written in the following form:
z(s) = W(s)Z(s)

=W(s (Z Zg 0 + Zbkbk>
; Eqn 223 3 3
= Z Zo,W(s)ay + 2, W Z k + Zy, by

3
Eqns. 2.24,
s 22425 Z V/ 21 (ax cos ¢ro — by sin o) (2.28)

2.4 'Twiss parameters

In the following the parameter k will always be used for the mode k and the parameter
j = 1,2,3 for the horizontal (x, px), vertical (v, py) and longitudinal plane (g, d) in the
phase space. z5;_1 then stands for the coordinates (x,y, {) and zy; for (px,y,9).

The Twiss parameters can be introduced by writing the components of the eigenvector

basis (a(s), bi(s)) as the product of two envelope functions \/,Bk,j(s), \/'yk,j(s) and
phase functions ¢ ;(s), ¢k i(s) = ¢x,;(s) — arctan(1/ay ;), also called Twiss parameters

or lattice functions, with
\/ Bk ( )cosgbk] s),

(
\/Brj(s)singyi(s), k,j=1,...,3 (2.29)
\/ Vk,j(8) cos Py i(s),
bioi(s) = \/Vkj(8)singyi(s), k,j=1,...,3 (2.30)

where By i(s), ax i(s), 7k,j(s) represent the projection of the ellipse of mode k on the
plane of coordinates zp;_1 — zok.

Using Eqns. 2.18, 2.29, 2.30 and cos(x + y) = cos x cosy — sin x siny, the coordinates
z(s) can be expressed by:

3

22i-1(5) = Y, +/2IeBr,(s) cos (¢ (s) + o) (2.31)
\/ 2Ikvk,j(s) cos (Pj(s) + Pro), =1, (2.32)

Ak,2j—-1(8

ak,2j S

(s)

b2j-1(s)
(s)
(

=
—_

e

Zz] =

i
—_
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Conversely the lattice functions can also be expressed by a; and by with

Bii(s) = akpj—1(s)* + byoj_1(s)* (2.33)
agj(s) = —ar2j-1(8)ar2;(s) — brzj—1(5)br2i(s) (2.34)
Thj(5) = ar2j(s)? + bioj(s)?, (2.35)

The well known relations between the lattice functions

3
Y Brjdr,; =1 (2.36)
j=1
Lt :
Ykj = T, with (2.37)
7)
L.

can then be derived with the help of the normalization condition (Eqn. 2.17)

alSby =1 (2.39)
by the following steps:
1. Asx’' = gif Ly = dy and 6 = dé the following relations hold also for a; and by:
Ar2j = i1 = ; (ar2j-1), (2.40)
br2j = bl/c,z]'—l ; (br2j-1), k,j=1,...,3 (2.41)

2. The normalization condition Eqn. 2.17 can then be written as

QESbk = i \/ Bk,j €O ¢y <\/,3k,j sincpk/j>/
]:
_ ( /5k,j cos qﬁk,j)/ \/,Bk,j Sin47k,j
= iﬁk,j‘i’l/c,j
j=1
_q (2.42)

Note that Eqn. 2.42 yields the the following relation between the phase advance
¢ and B in 2D:

0) + / 0 %ds? (2.43)
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3. Using the abbreviation ay ; := — 1B kj, one finds for each mode k and plane j
VVKjCOS Prj = Ao = A pi 1 = (\/,BT,]'COS i) (1)
VSN = by = bioi g = (\//37,]' sin ¢y, ;)’ (2)
R Pty + o ¢§k+ % , kj=1,...3 (2.44)
/]

which simplifies in the 2D case to:

Eqn. 242 1+ a2

2.45
B (2.45)

2.5 Transformation to normalized coordinates

The W matrix can be used to transform normalized coordinate into physical coordi-
nates and viceversa:

X £ VexX
Px px \/gﬁx
N I e (2.46)
Py Py VEyPy
4 4 VEG
Pe P¢ VEPe
where
(2 px 7 50 C c) (247)

are normalized coordinates in sigmas and ¢y, ¢, and ¢; are the geometric emittances.

2.6 Action, amplitude and emittance

We define the action associated to the three modes:

2 + 7+ 7 17
Jx = Tx, Jy = 5 J; = > (2.48)
The corresponding amplitudes are defined such that:
Ay =[R2+ P2 = /2], (2.49)
Ay =\ /9?+ ﬁﬁ = /2]y (2.50)
Ag=\/C+p2=/2]; (2.51)
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A Gaussian distribution is defined such that the density with respect to each action
can be written as:

f(Jx) = Kel/ (2.52)

where the emittance ¢, can be written as:

sa=<]x>=/jJUﬂdh (2.53)

2.7 Dispersion and crab dispersion

A

For a particle having no betatron amplitude (£ = px = § = p, = 0) we can write:

x = Wis{ + Wigpy (2.54)
¢ = Wiss{ + Wsef; (2.55)
pr = Wesl + WesP; (2.56)
2.7.1 Dispersion
The dispersion is:
dx
pr _ Gx _
Dy = 7 for ¢ (2.57)

{=—72p (2.58)

We replace in Eq. 2.56:

. WesWse ) -
= (W 2.59
Pg ( 6 Wee (2.59)
From Eq. 2.58 we obtain:
. Wse ( w65w56) -1
= ——— [ Wgs — 2.60
4 o | Ve We 44 (2.60)
Replacing the last two into Eq. 2.54 we obtain:
WisWse WesWse \ "
= Wi— ——— Weg — ———— 2.61
X ( 16 Wes 66 Wes pe (2.61)

WisW: WesWsg\
DY — (W16_ 15 56) <W66 ~ Wes 56) (2.62)
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A similar type of calculation can be done for the other planes, and for the transverse
momentum dispersion, obtaining Dgi: which gives the dispersion:

WosWse WesWse \ !
px ( 26 Wss 66 Wss ( )
W35 Wse WesWise \ !
DI = (Wag — —22) [ Weg — ——2 2.64
y ( 36 Wiss 66 Wss (2.64)
Wys W, Wes W, -1
DPe — (W, — 22457Y56 ) (a7 PY657V56 265
Fy ( 46 Whss 66 Whss (265)

2.7.2 Crab dispersion

The crab dispersion is:

dx
DS = + forp;=0 (2.66)
By imposing p; = 0 in Eq.2.56 we obtain:
R Wes »
= —— 2.67
Pe= "W ¢ (2.67)
We replace in Eq. 2.55:
- WsWes \
{ = (w55 - 65) ¢ (2.68)
66
From Eq.2.67 we obtain:
" Wes WssWes \ '
=——— | W55 — 2.69
Pe Wee ( 55 Wee ) 4 (2.69)
Replacing the last two into Eq.2.54 we obtain:
Wi6Wes WssWes \ ™'
= | Wis — Wss — 2.7
v = (Wig - T ) (g Meti) g @70
which gives the crab dispersion:
W16W65 W56W65 !
D§ = (W5 — —8765 ) (W — —265 2.71
* ( 15T T )( 55 Wee (2.71)

A similar type of calculation can be done for the other planes, and for transverse
momentum crab dispersion obtaining:

-1

7 _ _ WosWes Wee — Ws6Wes 272

P, (WZS Wes ) ( » Wee 2.72)
WieWes Wi Wes \ 1

DS = — Wss — 2.73

Y (W35 Wee 55 Wee (2.73)

WisW, WissWes\ !
Df, = (W45 - Wi 665) (W55 W 65) (2.74)
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2.8 Linear betatron coupling
The following is based on [12] and [13].

In the presence of betatron coupling the transverse on-momentum motion can be
written as:

Xp = Al,x CcoS [27TQ1(71 — 1) -+ (PLX] —+ A2,x cos [27’[Q2(1’l — 1) —+ 4)2,3(] (2 75)
Yn = A1y cos 2Q1(n — 1) + 1] + Azycos [271Qz(n — 1) + ¢,y
We can define:
— ALl / | AL
= Ayl /Ay (2.76)
I = |A2,x| / |A2,y‘
Ady — _
P1= Py~ Pix (2.77)
Apo = o x — oy

These quantities can be obtained from the normalized W matrix as:

1T = 4/ W?%l + W322/W11 (2 78)
2=/ Wi, + Wiy /Was

A1 o = arctan (Wzp/Wa) 2.79)
A¢n o = arctan (Wyy/Wi3)
From these we can compute the following quantities as [13]:

2 —
| = Vrir2 [Q1 — Q2| 2.580)

(1 + 1’11’2)
X(s) = Ap1o(s) (2.81)
C™(s) = |C™|eixl®) (2.82)

where Q; and Q> are the tunes of the betatron eigenmodes. Note that only the phase
of C~(s) is s dependent.

It is possible to prove that C™ is related to the skew quadrupole strengths along the
ring by the following relation:

. L )
C™ = |C|ex = % / B Bykse![Px Py 27/ gy (2.83)
0

where A is the difference of the unperturbed fractional tunes.
To have a more robust estimate, Eq.2.80 is evaluated at all s positions and averaged
over the ring, as suggested in [14].
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Synchrotron radiation

We collect here some relevant properties of synchrotron radiation [15]:
We assume B = |B | |.
Classical particle radius:

ro = Q?/ <4m—:0moc2> (3.1)
Curvature, rigidity, field:
1_QoB_ 08 62
PP mochy
Emitted power:
B 21’0C3Q2‘32’)/2B2
P = 32 (3.3)
Critical frequency:
_ 308%/°B
We = 2o (3.4)
Critical energy:
3QnB**B
E'yc = hw, = W (3.5)

Number of photons per unit time:

. 15V/3 P 60v3rcQB

p — 3.6
) 8 En 72 R (3.6)
Average photon energy:
_8V3_  8/3Qnp*y’B
(Er) =5 Bre = T5 = o0 (3.7)
Photon energy variance:
11 11 Q*h*B4*B2
2\ _ 2 2
<E7> ST N mg )

45
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<r‘zsA(52>:<ﬁSE%> 11 1 QW2A*B260vV3cQB Q2

== 3.9
E3 12 m3ct3 m3 72  h 4megmoc? (39)

The algorithm to generate photon energies with the appropriate distribution in de-

scribed in [16].

3.1 Damping from synchrotron radiation

The damping constants from synchrotron radiation can be easily obtained from mag-
nitude of the eigenvalues of the one-turn matrix:

ax = — log(| ) (3.10)
ay = —log(|Ayl) (3.11)
a; = —log([A¢]) (3.12)
The damping acts such that:
1 dAy  ay
Ada T, (3.13)
where T is the revolution period. From Eq. 2.49 we obtain:
Ay 20y

By averaging over the beam distribution we obtain:

dey 200y

3.2 Equilibrium emittance

This section is based on the approach described in [17].

To account for the kicks experienced by the particles due to quantum excitation we
note that the transverse momentum change due to an energy kick in the direction of
the particle motion can be written as:

phew _ pold prev (3.16)
Xy T TXY pold '
From this:
pnew _ pold
PRoY — oyt = PRy (T) (3.17)
Dividing by Py:
PJI(\;W _ Pacc)}; B P)(c)};l pnew __ pold Py (3 18)
Py ~ B Py pold '
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Using the accelerator coordinates definitions (Eqs. 1.13 and 1.14), we obtain:

Apry = 1’7 Sy (3.19)

The corresponding change in normalized coordinates can be computed from Eq. 3.20:

AX . 0
X
Apx T4o™
AT 0
Y ol=w (3.20)
AT 0
Apg AS
Using the Eq.2.21 we obtain:
A% = K AS (3.21)
AY = KA (3.23)
Apy = Kp,AS (3.24)
A, = K;AS (3.25)
Apg = Kp, A0 (3.26)
where:
a +a
Ky = w + a15> (3.27)
b11px + b3
Kp. = —pi y; Py 4 bis (3.28)
a +a
K, = 21P91c - (523Py n a25> (3.29)
bo1px + b3
Ky, = | 2 bz5> (3.30)
az1pPx + a3z
ko= |5+ a35> (331)
b31px + b33
Kp, = —p; y; Py 4 1735> (3.32)

The change in action (see Eq. 2.48) associated to the first mode, due to the emission of
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a photon can be written as:

B =5 (4 82) (px + Bp2)* — 2 — ] (3.33)

NI = N —

[A£2 + AP +28A% + 2;§xAﬁx] (3.34)

Averaging over all particles in the beam we obtain:

1
Mex =< A >= > (< ARE > + < AP? >) (3.35)
Using Egs. 3.21 and 3.22 we obtain:
1
Aex =< Ay >= 5 (/Ci n lC,%x) <A > (3.36)

Assuming that the kicks are uncorrelated we can obtain the emittance growth rate
from quantum excitation integrating over a full turn:

dsx o 1 C 2 2 . 2
<W>quam = 57 /0 (K2+K2,) < Nag? > ds (3.37)

where N is the photon emission rate (number of photons per unit time), Tp is the
revolution period, C is the circumference.

By summing Egs. 3.15 and 3.37 we obtain the total instantaneous growth rate:

dey dey dey 200y 1 /C 5 ’ _
0= =X = _ — NA6 d
dt ( dt )damp ! ( dt >quant To . 2Tpc Jo <ICX i ICpx) < -

(3.38)

By imposing the derivative to be zero we obtain the value of the equilibrium emit-
tance:

1
" dac

C
e /0 (K2+K2)) < Nag® > ds (3.39)

In the ultra-relativistic approximation:

< N(AE)? >

< NAS? >= .
EO

(3.40)
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3.3 Radiation integrals
Xsuite can compute the following radiation integrals:
I = 7{ (hoyDx + gy Dy) ds
L= j'{ (|2 ds
j- j{ Ih|? ds
Ty = ]5 (112h0x + 20y ) D dis
Ly = § (11Phoy — 2hyder) D, ds
Iy = I+ Iy = 7{ (241 (1eDx — yDy) + 12 (hoxDs + 10y Dy)| di
Ise = § 1Hs ds
Isy = § 1%, ds
The following quantities are used in the calculation.

* Horizontal and curvature of the particle trajectory:

B
hx — yQ
mocy
B
jy = BxQ
moCy

¢ Total transverse curvature and relation to the transverse magnetic field:

b TR

which is related to the transverse magnetic field by:

B _ /—B§ n B§ _ hmoSC’)’

¢ “Curly H” functions:

Hy = D2 + 20, Dy D, + B, D'?
Hy = nyj + 2a, D, Dy, + @D;Z
/

XY
using the relation:

¢ The derivative of the dispersion D

mentum dispersion D),

de,y . dx' . d px,y .
& —do doirs (T OPr TPy

/
Dx,y =

49

(3.41)
(3.42)
(3.43)
(3.44)
(3.45)
(3.46)
(3.47)

(3.48)

(3.49)

(3.50)

(3.51)

(3.52)

(3.53)
(3.54)

can be obtained from the transverse mo-

(3.55)
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* hoy and hoy are the curvatures of the reference trajectory. The path length on the
particle trajectory is related to the path length on the reference trajectory by:

ds’ = (1 + hoxx + hoyy) ds (3.56)
The radiation integrals can be used to compute the following quantities (where Cy

is the ring circumference, r is the classical particle radius, 7 is the reduced Planck’s
constant) :

¢ Momentum compaction factor (unitless):

I
= 3.57
L% Co ( )
* Energy loss per turn [Js~!]:
2
U, = gcrolsofy?’fz (3.58)
¢ Damping partition numbers:
I
Je=1- }iz" (3.59)
I
Jy=1- sz (3.60)
I
J, =2+ ﬁ (3.61)
which satisfy Robinson’s theorem:
Jx+y+].=4 (3.62)
* Longitudinal damping rate in [s~1]:
3
croy
= 2L +1 3.63
% = 36, (2L + Ly) (3.63)
e Transverse damping rates in [s~]:
3
cro’y
= Ih—1 .64
Ky 3G, (I — Isx) (3.64)
3
croy
ny = 3G (I2 — Iyy) (3.65)

¢ Energy spread (unitless):

»  55V3hy? I

%7 796 moc2h + I (3.66)
¢ Transverse equilibrium emittances in [m rad]:
=BV I (3.67)
96 moc Ip — Iy
e, = S5v3hy? Iy (3.68)

96 mpcC 12 — I4y
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3.3.1 Derivations
3.3.1.1 Energy Loss and Second Radiation Integral
From the instantaneous radiated power,

%c3ronE2B2 2
3 (moc2)® 3

The energy loss per turn is obtained by integration around one turn.

P = croEq°|h|? (3.69)
U, — /Ps £ df ~ —jfps _ —croE'y }[|h|z ds’ (3.70)

We can assume (foxx + hoyy) < 1, obtaining:

2
Us = gcroE'y3I2 (3.71)

where we have defined the second radiation integral:

I = ]é Ih[? ds (3.72)

3.3.1.2 Longitudinal Damping Rate and Fourth Radiation Integral

Following Hofmann’s analysis, the longitudinal damping rate can be written as [15]:

1 1 dus
te =57 —4F (3.73)
We calculate:
dus 1d N g 1d
= R s = Ed_E]{PS (1 + hoyx(E) + hoyy(E)) ds (3.74)
Using the dispersion to express x(E) and y(E):
du. d1
= 7{ P, (1 + hoyDyd + hoyDy5) ds (3.75)
The derivative w.r.t. E is related to the derivative w.r.t. § by:
d dé d d (E—-E i:ii (3.76)
dE _dEds dE\ E, Jds  E,ds

Writing out the derivative then gives:

du 1 [dP. P d
1 dPs

_ o (1+h0:Ds8 + oy Dyd) + E_o > (hox Dy + hoyDy) ds (3.77)
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The derivative of P; w.r.t. E can be rewritten as:

dprs 1 dBdx dBdy

The derivatives of the positions w.r.t. E are related to the dispersions through Eq.3.76
dx 1dx 1

GE-Ed E_oDx (3.79)
dy 1dy 1
dE ~ Eydé  E Dy (3.80)
Using the fact that B = | /B% + B, the derivatives of B w.r.t. x and y are:
OB B,dB, B,0B,
ox  Bor | Boax 81
0B By0dBy  BydB,
The magnetic field gradients are defined as:
0By, 9B, . yomoc
oy G = 0o k1 (3.83)
an . aBy A ’)/OmOC_

Here, k; is the normalised normal quadrupole strength and k; is the normalised skew
quadrupole strength, both in units of 1/m?. In the following we neglect the skew
quadrupole component and we assume that for the closed orbit we can assume y =~
Yo, obtaining:

dPs 1 1 ympck

=5 —op,

dE E ' E Qo B?

The curvatures in Egs. (3.49), (3.50) and (3.52) can be substituded, which gives:

(B,Dy + ByD )} (3.85)

dPS PS 1 1 kl
9 ~2F lf e (hxDx — hyDy) (3.86)

Substituting Eq. (3.69) gives:

dP; 4 2
5 = écroE')/3 M —k1 (h«Dx — h Dy)} (3.87)
Substituting this expression back in Eq. (3.74) gives:

dus 2 croE’y
dE ~ 3

h)? k
7{ { 21 4 e+ rogy) + E; (hxDx — hyDy) (1+ hoxx + hoyy)

2
+ 2 gy, 4 hOyDy)} ds (3.88)
0
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The first term can be identified as I, again we assume that ho,x + hoyy < 1 and, as
stated above on the closed orbit we assume E/Ejy ~ 1. Hence, we can write:

du, 2
S {212+ 74 {2k1 (heDy — hyDy) + \h\z(hOXDx+h0yDy)} ds} (3.89)

dE 3

The last integral is identified as the fourth radiation integral, I4, given by:

Iy = f {2](1 (hxDy — hyDy) + |1|* (hox Dy + hOyDy)} ds (3.90)
Hence we can write:
dus, 2
1F —3707 2L+ 1) (3.91)
The longitudinal damping rate is obtained by substituting this expression in Eq. (3.73):
1 3
te = = 21, 4 1) (3.92)
3 Trev

3.3.1.3 Energy Spread and Third Radiation Integral

From Hofmann, the variance in the amplitude of a damped oscillator that is excited
by a short pulse ad(t) is given by [15]:

2\ _ 1 {a?)
<x > - (3.93)
Here, x is the deflection of the oscillator, 71 is the average rate at which excitation
occurs, a is the amplitude of the excitation and « is the damping rate of the oscillator.
For quantum excitation of the longitudinal emittance, we identify x as the RMS energy
dE, n1 as the average rate of photon emission, a as the photon energy and « as a., the
longitudinal damping rate. The normalised variance is then:

(de2) _1(E)
EZ  4a.E2 (3.94)

The rate of photon emission is given by:

o _ 60v/31ocQB

7R (3.95)
The variance in the photon energy is given by:
11 Q2?4 B2
2 = —_——
()= 52 a0

and the longitudinal damping rate is given by Eq. (3.92): Combining all these terms
leads to
(dE?) ~ 60v3113r0cQB Q°W*y*B* Cp 1
E2 72 124 h m3EZ  croy® 2 + 1y

(3.97)
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This simplifies to
(dE?)  55\3Q%myB3Cy 1 (3.98)
E2 96 miEZ 2L+ '
The curvature / can be substituted for B, which gives
(dE?)  55+/3hmgy*c*Cy KB (3.99)
E2 9% B2 2L+ '
Now averaging over the entire circumference of the ring gives
(dE?)\  55VBmy2Coc; 1 ds’ 553 hn? § 3 ds .100)
E2 /9 myc 2L+I 96 moc2L+14 '
ring
The integral in the numerator can be defined as
I = 7{ h®ds’ = ]f |1]?(1 + hoxx + hoyy) ds (3.101)

This is the third radiation integral. This way, the energy spread becomes

2
<<dE >> _55V3hy? I (3.102)
ring

E% 96 moc2, + Iy

3.3.1.4 Transverse Damping Rates

The derivation in this section is valid for either x or y. To this end, u will be used
as a substitute for either x or y. The goal is to find the rate at which the transverse
emittance, €,, decreases. The emittance is given by

€, = ’yuu% + Zauuﬁul’g + ,Buu;sz (3.103)

Here, subscript B indicates that the betatron component of the coordinate value. The
total coordinates, u and u’ are a combination of the to betatron and an energy devia-
tion ¢ parts, that is

u=ug+us (3.104)
u = u;s + us (3.105)

When a photon is emitted, the coordinate does not change. This means that
du = dug +dus =0 (3.106)
The change in position due to an energy deviation is related to the dispersion through

dE dE
duy = D,dé = Dy— = —D,—2 (3.107)
Eo Eo
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Therefore

—

Eg
where dE, is the energy of the emitted photon. The angle is allowed to change due to
the photon emission, that is

duﬁ = —du5 = (3.108)

du’ = du;g + duj (3.109)

We want to express du’ in terms of the photon energy. To this end, assume that the
particle before photon emission is on-momentum, such that

uy = ug (3.110)
Following Hoffman we can write [15]:

dE
ups — g = dug = — (ufs — D') = (3.111)

Note that the emittance only depends on ug and ”;3- The change in emittance is:
de, =2 (fyuuﬁ dug + a, (ug du;s + u;g dug) + 'yuu% du%) (3.112)

Substituting Equations (3.108) and (3.111) gives

B dE, , dE, dE, ~ dE,
deu—Z{'yuuﬁDuE—oJrocu(—uﬁ (uﬁ_D)E_O+ ﬁD ) [Su ( _D>E_o
(3.113)
dE, ,
— —ZE— [((xuuﬁu’ﬁ + ﬁw%) — ('yuDuuﬁ + ocx(Duuk + Dyug) + ﬁMD;u’ﬁ)}
(3.114)

The instantaneous power radiated by a particle undergoing betatron oscillations can
be expressed as:
dP;

du

Using the chain rule for the derivative gives:

Py = Ps +

g (3.115)

dp; dP,dB P ( dB 9B, dB 9B, P, (. 9By 3B,
du  dBdu B <dBw ou ' dB, 8u) B? (Bw T ) (3.116)

Here, w denotes the other component from u. That is, if u is chosen to be x, then
w = y and vice versa. As has been done in Section 3.3.1.2, % represents the skew

quadrupole gradients, whereas aaB . The
following step is similar as deriving Eq. 3.86, which results in

dP; P; 9By hy

Py —Buw—— » =2P— ki ~k1 (3.117)
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The radiated power then becomes
iy k
Py =P |1+ th 1Up (3.118)
The energy radiated in a time interval ds’/c is then given by

/
dEl)/ — PS/dCS

1—1—2h

2 kluﬁ} dS

hy
1 + 2ﬁk1uﬁ] (1 + h()uuﬁ) ds

r3|<,’}ti <'a|m’ti n|v’§

hy,
(h()u + th k1> uﬁ] ds (3.119)

Here, only the u-component of hy was used, because we study betatron oscillations
only in the selected place. Furthermore, terms of second order in ug were neglected.
This result can be substituted back in Eq. 3.114, which gives

Ps hy,
d = —ZTO |: (h()u +2h2k1) M'B:|

2
[ (wutepi + Bu?) — (vuDutty + ae(Dutt + Dig) + BuDisy ) "
(3.120

Using the same reasoning as before, the odd terms average to zero. This means only
the even terms need to be kept. This results in

o Ps / 2
de, = —ZE { (auuﬁuﬁ + ,Buu[;)

hy
(hOu + th kl) (’y”D”u% T “x(D”uﬁu% + D;u%) + ﬁuDiluﬁbl%) ] ds

(3.121)
The averages of the squared terms are
< > — euﬁu (3.122)
<M/3MIB> = —%eu(xu (3.123)
<uﬁ> — 1eu'yu (3.124)

Substituting these averages gives

P 1 1
de, = _Zﬁ { (_Eo‘%eu + Eﬁu')’uﬂt)

hy 1 1 1 1

(3.125)
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Note that B,vu — tx%, = 1 and that the cross terms between «,, 8, cancel. This way, the
expression simplifies to

P, h
de, = —euE—; {1 — (hOM +2h—gk1) Du] ds (3.126)
To arrive at the change in emittance per unit time, we divide by Trey
deu . PS hu
—— e, 74 e [1 (hOu + 2ﬁk1) Du} ds (3.127)
Finally, Eq. 3.69 may be substituted, which results in
de 2 crgy?
= s (O:Z [hz - <h2h0u +2huk1) Du] ds (3.128)

Here, the second radiation integral is identified. Furthermore, the u-component of the
fourth radiation integral is found to be

Iy, = 7{ (hZhOu n 2huk1) D, ds (3.129)
Thus,
de, 2 crgy?
T (I — Isu) (3.130)
This is a first-order ODE, with a damping rate given by
2crgy?
= I —1 131
3G, (L — Iyu) (3.131)

Since the betatron amplitude is proportional to /€,, the 2 in the numerator disap-
pears. This leads to the damping constant

3
gy
=30,

(I — Igu) (3.132)

3.3.1.5 Transverse Equilibrium Emittances and the Fifth Radiation Integral

The derivation in this section is valid for either x or y. To this end, u will be used as a
substitute for either x or y. The change in betatron position and angle when a photon
is emitted, denoted by ug and u% respectively, are given by

OEy

6Ey
I

Here, JE is the energy carried away by the photon. The emittance before the emission
of the photon, €,, is given by

€1 = %ug + 20y gt + 5uu'ﬁ2 (3.135)
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After the emission of the photon, the emittance has increased. The resulting emit-
tance, €, is

€u = vulup + Sup)? + 20, (upg + Sup) (up + dug) + Bu(ug + 5%)2
=€, +2 (’yuuﬁéuﬁ + ocu(uﬁéu;3 + u;sduﬁ) + ﬁuukéu;})
+ Yubug + 20, 6updug + Budug (3.136)
The change in the emittance is then
de, =€p—€,1 =2 (Wuﬁduﬁ + ocu(uﬁdu;g - u%duﬁ) + ,Buu%du@
+ ’yudu% + 21xudu/3du2; + [Sudu%2 (3.137)

Equations (3.133) and (3.134) can now be substituted. which results in

dE,\?
d€u = <’)/MD5 —+ 20(MDMD1/4 =+ ﬁqu) (E—O,y)

dEy

+2 (YumpDa + (gD} + Dy ) + ButD} ) E (3.138)

The terms that are linear in ug and u'ﬁ will average to zero over many photon emis-
sions. Hence:

(a5
(dey) = (7uD3 + 20D D, + Bu D7) At (3.139)
0
To this end, we define H, as

Hy = yuD? +2a,D, D), + B,D}? (3.140)

Thus, the expectation on the change in emittance is

(423
(dey) = Hy 7 (3.141)

0

Now, Eq. 3.94 can be used, on the transverse coordinate [15]:

: EZ
=H =H 3.142
<d€u> u (2) u 405“ (% ( )

This gives a result, very similar to Eq. 3.99

_ 55V3hy? h3H,

- .14
<d€M> 96 mOC 12 — I4u (3 3)
Integrating over the entire ring gives
_ 55V3hy? 1 5 /
(€u) = 9% moc Iy — Luy fh H, ds
55v3hy? 1
~ 9% mzc L — I 7{}13%” (1+ hoyu) ds (3.144)
u
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Again we assume hg,u << 1. We can then define the fifth radiation integral, I5,, as
follows:

Is, = 7§ 13H,, ds (3.145)

The expectation value of the emittance can be written as:

(ea) = 55V3 hy?  Is,
we 96 m0c12—14u

(3.146)
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Chapter 4

Synchrotron motion

We collect here some relevant properties and quantities of the longitudinal particle

motion.
Definition of momentum compaction factor:

o AC/C
s
Slip factor:
Afffo_, 1 _1 1
I

(positive above transition)
Slippage over a single turn:

Al = —PocAT = —poc(T — To) = —Poc (% = %0)
_ Boef 1\ PBocAf _ Pocs
T fo <1+Af/fo 1) — fo fo Ufo 1o

RF kick

AE = qVRF sin (27‘[thth + (PRF)

— qVRF sin (—27‘(th% + 47RF>

= qVgrsin (—ZﬂfRF% + (pRF)

from which:

AE qVRrre . 4 )
Bt ) 5
,B%EO ﬁ%EO sin ( nfRF,BoC + ¢rF
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(4.1)

(4.2)

(4.3)

(4.4)

(4.5)
(4.6)

(4.7)

(4.8)
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4.1 Linearized motion

We expand around the fixed point Jo:

qVRE . ( Co ) 279 fREVRF ( Co )
Ap; =~ sin | =27 frp—— + - — cos | =27 frr— +
Pe B2E, frE Boc $RF B Eoc (¢ — o) fRE Boc $RF
4.9)
We call synchronous phase:
Ps = —27TfRF£ + ¢rF (4.10)
Poc
And we call
{=0-"0o (4.11)
obtaining:
qVRE . 279 freVRE £
Apr =~ sin ps — —5———_ cos (4.12)
P gE T T R ”
We assume that that the energy deviation of the stable fixed point is zero:
27t fre VRE 5
Apr ~ ———— = 4.13
Pz ,B?)E()C cos ¢sC ( )

4.2 Smooth approximation

Assuming that the slippage and the energy kicks are uniformly distributed along the
ring we have:

dp; _ Apg _ 2mqVir

s - C = ﬁSCEoc Cos ¢sC (4.14)

di _ A7 _

3 e (4.15)
where we have used the approximation:

IL1=06~p; (4.16)
We derive the second equation and replace the first:
05
46 2MNSREVRE (oo 8 — 4.17)

ds? ‘B(S)C Eoc
The motion is stable if

ncos¢s <0 (4.18)
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In that case the solution is in the form:

{(s) = Asin (\/—w Cos ¢ss + B) = Asin (21Qss/C + B)

ﬁ%CE()C

where the synchrotron tune is given by:

_|_2mqnfreVRE C _ | qnfreCVgr
QS_\/ BACEqc COS‘PSZn_\/ onfiEc P

We replace

_ hrrBoc
fre = C

obtaining;

Qs = \/ — % COS (s
The solution can be written as:
{(s) = {4 cos (2Qss/C) + Bsin (271Qss/C)
Replacing in Eq. 4.15:

_2mQs
p; = 17C

Replacing s = 0:

(= asin (271Qss/C) + B cos (2Qss/C))

from which:

nC
“2n0. P = ~hebis

where we have defined:
_ nC
- 2rQs

Pt
Replacing
C(s) = ¢acos <27‘(Q5%> — pg B sin <2an%>

pe(s) = ba sin (27‘CQS%> + p¢, cos (27‘(Qs%>
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(4.19)

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)

(4.29)

(4.30)
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4.3 Hamiltonian of the synchrotron motion

In this section we use the time in the laboratory frame as independent variable as
done in the PYHEADTAIL longitudinal treatment. In this section we also include the
effect of a reference momentum change of AP, per turn.

We assume small energy deviations, hence we can consider the coordinates (g, ) to
be canonically conjugate (6 < 1 =6 ~ py).

The longitudinal motion can be described by the following Hamiltonian:

) ﬁoC APQ qO 1 _ g '
H(Z,9) = 217,3 c6” + == A 22 - V; cos ( Znhlc + ¢; (4.31)

This can be proven using Hamilton’s equations:

¢ 9H
at = a0~ Mhoce (4.32)
do . o0H . ,B()C APO q0 g .

E = a—g C PO + P()C Ei V sin 27'(h + (P, (433)

The coordinate change over one revolution is:

_dg C
— 4.34
_ds C APO 4
STy R 5ocpo 2 Visin < amhic "’1) (3)

which are consistent with those found in Sec. 4.

4.3.1 Fixed points

The fixed points can be found by imposing Al = 0 and A = 0. If only a single
harmonic is present a closed solution can be found:

APQ q0
— +
Bocko
We want to get an exphc1t expression for (:

Apoﬁoc
qoVRr

VRE sin <—27‘(th% + (Pl> =0 (4.36)

= sin (—271’]’11{1:% + (])1) (4.37)
There are two families of solutions:

AP,
arcsin (ﬂ> +2nmw = —27thRF 4 + ¢RF (4.38)
g0 VRE

Apoﬁoc

7T — arcsin
( qo VRE

> +2nm = —27T7’IRF 4 + ¢rE (4.39)

where 7 is an integer number. Depending on the sign of 77 Only one family of fixed
points is stable.
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We solve for (:
. C . Apoﬁoc
¢= 2 thae <<PRF arcsin < Vi ) + 2n7r) (4.40)
C . APOIB()C) )
= + T+ arcsin | ——— | +2nm 4.41
¢ 27thRE ((PRF ( 90 VRE (#41)

It is possible to set ¢rr to place a fixed point of either family in { = 0:

¢RE = arcsin <Aq§(€/’iic> (4.42)
¢rF = 7T — arcsin (Aqio—‘}i(;) (4.43)

It can be shown that, to have a stable fixed point in { = 0 one needs to use Eq.4.42
when 77 < 0 (below transition) and Eq. 4.43 when 17 > 0 (below transition).
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Chapter 5

Spin tracking and polarization

5.1 Spin tracking

This section is based on [18, 19].
The spin precession for a particle traveling in a magnetic field B can be written in
term of the precession angular velocity:

QBMT = — [(1 + Cl’)/)BJ_ + (1 + ﬂ)B||:| (51)

Bppart
where 4 is the anomalous magnetic moment and B| and B are referred to the veloc-
ity of the particle.

The precession angle for a particle traveling a path length / is given by:

¢ =[Ol (5.2)

We call: Q
w=-— (5.3)

1Qf

and we define:

tg = cos <£> (5.4)
2
fx = wy sin <§) (5.5)
—wosin(?
ty = wysin <2 (5.6)
ts = w; sin (%) (5.7)
The spin vector of the particle is transformed by the following rotation matrix:
(5 +t3) — (55 + 1) 2(tyty — tots) 2(tyts + toty)
M= 2(txty + tots) (F+1) — (5+1£) 2(tsty — toty) (5.8)
2(txts — toty) 2(tsty + totx) (+15) — (5 +17)
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5.2 Linear transport matrix including spin

The coordinate vector including the spin is defined as:

X
Px
X
Y
Px
Py Sx
2=l z| Weaallzgw=|"Y |, zpm=|s (5.9)
Py
) Sz
s 4
¥ )
Sy
Sz

The corresponding 9D transport matrix can be written as

(Rorb 0)
R= (5.10)
D A

We call ey, . . ., eg the eigenvectors and Ay, ..., A9 the eigenvalues so that
Rei = Aiei (511)

From the definition of eigenvectors (doing the matrix product in blocks), we can write:

Rorb €iorb = /\iei,orb (5-12)
D €iorb 1 A €i,spin = Aiei,spin (5-13)
From this:
D €jorb = (/\iI - A) €i,spin (5-14)
€ispin = ()\iI - A)_l D € orb (5.15)

5.3 Invariant Spin Field - first order computation

This section is based on [20].
We expand the Invariant Spin Field [18] function to first order

n(zop) =no+ N (zorb — z&%) (5.16)

In the following we drop all the constant terms so we simply write n(2zop) = N2zgp.
We now call zipm the ISF at zi’rb, ie.

2P = NP (5.17)
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We call z; the coordinate after one revolution. By definition of the ISF, the spin part
of z; is the ISF at zgrb, ie.

2P = Nzg™ (5.18)
We know from the structure of the one-turn matrix:
25 = Ropp2y™ (5.19)
2P = D20 4 AP (5.20)
Combining, Egs. 5.18, 5.19 and 5.20, we obtain:
NRop2{™ = D20 + AN20™ (5.21)
We specialize it for the case zfrb = ei’rb obtaining;:
AMNeS™ = Def™ + ANeS™ (5.22)
From Eq.5.12, we botain:
Deﬁfrb = Aleipm — Aeilom (5.23)

Replacing into Eq. 5.12, we obtain:

(MI— A)NeS™ = (A1 — A)eP™ (5.24)
If (\I — A) is not singular:
Neg™ = e (5.25)
Combining this result for the six orbital eigenvectors:
(Nefl)rb ... Negrb) — (eipi“ c. eZPin) (5.26)
In matrix form: .
NEorb — Espin = N= Espin (Eorb> B (5.27)

We note that the last column of the matrix IN provides the derivative ‘é—’g which is
relevant for the computation of equilibrium polarization.

5.4 Equilibrium polarization and polarization time

This section is based on [20, 21, 22, 19, 23, 24].
In the presence of photon emission, the polarization of the beam evolves following

the equation:
t

P(t) = P(0)e i + Poq (1—¢ ) (5.28)
The equilibrium polarization and the buildup time can be computed as:

8 w_

Pog= —m— .
=5 Ba. (5.29)
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1 5V3rhy?
tot — g Me

Cay (5.30)

where, truncating to the first order the dependece of the ISF on the phase space coor-
dinates, we have:

1 ds 2. .., 11]on]?

1 ds o on
AL {’B (mo = WL (532

The buildup time can be decompoesed in two terms:

TtO’fl pol + Tdepol (5.33)
where:
_ 5\/§r rehy® 1 ds 2 .
1 e 2
— = . 5.34
= e e (1m0 (539

1 5\/51’6?1')/51 ds |11 |9n 2
Tdepol = T8y, C lo(s)]® | 18 | 96

] (5.35)

5.5 Monte Carlo method for equilibrium polarization
This section is based on [22, 25].

We can define: ; R
8 § |p(ss)|3 [zB ) (nO)}s

Py = 5 (5.36)
V3§ e 1= 30 &),
The equilibrium polarization and the buildup rate can be written as follows:
1
Peq = P T (5.37)
Tdepol
Tiot = Tool + Taepol (5.38)

The term Tyepo1 can be evalated using particle tracking, accounting for quantum exci-
tation from synchrotron radiation. Unlike the approach used in the previous section,
this method accounts for the non-linear dependence of the ISF on the phase space
coordinates. Using Tdepol We can get from Eqgs. 5.37 and 5.38 estimates for Peq and Tiot
that include non linear effects.



Chapter 6

Coasting beams

In coasting beams different particles have different revolution frequencies, depending
on their momentum, particles perform a different number of turns in a given time.

If in the line we have collective elements which need to measure the beam distribution
at a certain location s and at a given time f, we need to ensure that all particles present
a s at the instant ¢ are present at the element.

We define for each particle and for any couple of positions s; < sy:

52 — 851

A 1
Sy =——t 6.1
Blsrs2) = iy =iy (6.1)
We choose an auxiliary value Bgim such that at all times:
B(s1,52) < Bsim for all particles and any sy, s, (6.2)
[3(51, Sp) > ‘Bs‘zlm for all particles and any sy, s» (6.3)
From B;;,, we define an auxiliary time interval AT as:
L
AT = (6.4)
,Bsimc

At each “turn” n we want to simulate at any collective element the time frame F;(s)
given by:

Ea(s) = | Tu(s) — %, To(s) + 5 (6.5)
where: S
Tu(s) = nAT + Bt (6.6)

We can see that intervals are contiguous, hence at any locations over N turns we are
simulating a time interval of length NAT.

From Eq 6.6 we can simply derive the following relations, which will be useful in the
following:

Tuy1(s) — Tu(s) = AT (6.7)
Ta(s2) = Tulsy) = 5— (6.8)
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We also note that the condition ¢(s) € F,(s) can be rewritten as:

AT AT
B AT S 2
2 ﬁsimc 2

We can prove the following propositions (see Sec. 6.3):

(6.9)

Proposition 1: If the time #;(s1) defining the k-th arrival of a particle at location s;
falls in the frame F,(s1), then the particle arrives at location s, > s; either in the frame
Fu(s2) or in the following frame F,;1(s7). In symbols:

tk(Sl) € Fn(Sl) = tk(Sz) € F, (Sz) U F,41 (Sz) forany sy < sp (6.10)

Proposition 2: If the time #(s;) defining the k-th arrival of a particle at location s,
falls in the frame F,(s2), then the time of (k + 1)-th arrival at any location s; < s, falls
in the frame F,;;1(s1) or in the following frame F,;1(s1). In symbols:

te(s2) € Fu(s2) = tkr1(s1) € Fuy1(s1) U Fyya(s1) forany sy < sp (6.11)

Proposition 3: If the time t;(L) defining the k-th arrival of a particle at the end of the
line falls in the frame F, (L), than the time t;,1(0) = tx(L) of the (k + 1)-th arrival of
the particle at s = 0 falls in the interval F,;1(0). In symbols:

te(L) € Fa(L) = tx11(0) € Fuy1(0) (6.12)

6.1 ( definition and update
For the tracking of coasting beams we define the longitudinal coordinate ( as:
¢ =s— Boc(t —nAT) (6.13)

where s is the distance from the start of the line for the present turn, t is the absolute
time since the start of the simulation, 7 is the index of the present simulated time
frame.

We can write t in terms of { as:

S & AT (6.14)

" Boc  Boc

With this definition the { coordinate needs to be updated each time the particle passes
at the start of the line since across the s = 0 we can write:

¢~ =L — Boc(t —nAT) (6.15)
T =0—Boc(t— (n+1)AT) (6.16)

where t is the time at which the particle passes zero (which is the same in both equa-
tions).
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Combining the two equations we can write:
=0 — (L— PocAT) (6.17)

In standard simulations for bunched beams the simulated frame is AT = L/(Boc) ,
hence the { coordinate is continuous.

For coasting beams AT is given by Eq. 6.4, hence the { needs to be updated at each
turn using;:

C*zé‘—L<1—ﬁf§n) (6.18)

We want to translate the condition Eq.6.9 into a condition on (. Replacing Eq.6.14
into Eq. 6.9 we obtain:

AT s ¢ ) s AT
—— < | =— — == +nAT | —nAT — < — 6.19
2 (ﬁOC ,BOC ,Bsimc 2 ( )
We change signs:
AT s 4 s AT
—_— > -+ >+ > —— 6.20
2 Boc  Boc  BsimC 2 (6.20)
We rearrange:
AT 5 4 5 AT
—— < -+ >+ < — 6.21
2 IB()C [BOC ,BSimc 2 ( )
AT Bo AT
—Boc— —s({1-— —— 22
Poc—-<¢ S( ,Bsim) < Boc— (6.22)
from which we can write:
A A
t € Fu(s) < ——C<§—s(1— ﬁ0><—g (6.23)
2 ;Bsim 2
where we have defined:
AL = BocAT = Po | (6.24)
,Bsim

6.2 Handling particles jumping to the following frame

From Proposition 1 we know that during tracking particles will either stay in the
present frame or “jump” to the following one.
From Egs. 6.5 and 6.23, we know that the jump occurs when:

t>Tn(s)+% @§<—%+s(1—ﬁ"l) (6.25)

When this condition is met, the particle tracking needs to be paused for the remain-
der of the frame n (based on Proposition 1 it cannot go back to frame 1) and, based
on Proposition 2, its tracking needs to be resumed from the same location where the
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tracking was paused when tracking the following frame. As the frame index is in-

creased, ¢ needs to be updated to preserve the time of arrival:

gbefore jump = S — ,B()C (t — nAT)
gafterjump =s— Boc (t — (TZ + 1)AT)

from which we obtain:

gafterjump - gbefore jump + ﬁOCAT - Cbefore jump + AC

6.3 Proofs

We notice that from Eqgs. 6.2 and 6.3 we can write

%>ﬁim - (%‘ﬁim)”

1

25 %<ﬁim ~ (%_ﬁ:im>

Combining the two we obtain

0< (%_ﬁim) <

Proof of proposition 1

By definition of ,3 we can write:

b (s2) = t(s1) + Szﬁfcsl
By the hypothesis:
be(s1) > Tu(sy) — %
hence:
B(s2) > To(s1) — % + 523_:1

Using Eq. 6.8 we can write:

sz—sl_£+sz—sl

te(s2) > Tu(s2) — bome 2 e

Rearranging:

<
,B sim

tk(Sz) > TH(SZ) - — 4+

AT 52 — 81 1 1
2 c

B(s) ﬁsim>

(6.26)
(6.27)

(6.28)

(6.29)

(6.30)

(6.31)

(6.32)

(6.33)

(6.34)

(6.35)

(6.36)
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Using Eq. 6.31 and the fact that by hypotheses that s, > s1, we know that the last term

is positive. Therefore we can write:

AT

tk(Sz) > Tn(Sz) — 7

Similarly from the hypothesis we know:

AT
tk(Sl) < Tn(Sl) + 7

From Eq. 6.32 we can write:

AT s, —3s
Be

Again, using Eq. 6.8 we obtain:

— AT —
be(s2) < Tp(sp) — 251 01 4, 52791

A

,Bsimc 2 ﬁC
Rearranging:
AT  sp—9 < 1 1
te(s2) < Tu(s2) + — + — —
k( 2) n( 2) 2 c ﬁ(s) Bsim
Using Eq. 6.31 we obtain:
AT sy —s1
te(s2) < Tu(s2) + — +
1(s2) < Talsa) + 5 + 5

Using the fact that s, — s; < L and Eq. 6.4 we can write:

52 — 851 L

= AT
ﬁsimc ﬁsimc
Replacing in Eq. 6.42 we obtain:
AT
tk(Sz) < Tn(Sz) + b3 + AT
Using Eq. 6.7 we obtain:
AT

i’k(Sz) < Tn+1(32) + 7

Combining Eq. 6.37 and 6.37 we obtain:

AT AT
Tn(Sz) — 7 < tk(Sz) < Tn+1(52) + 7

which is what we wanted to prove.

)

(6.37)

(6.38)

(6.39)

(6.40)

(6.41)

(6.42)

(6.43)

(6.44)

(6.45)

(6.46)
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Proof of proposition 2

From the hypothesis:
AT
ti(s2) > Tu(s2) — b3
As L > sy, using Proposition 1 we can write:
AT
k(L) > Tu(L) — >
Using Proposition 3 we can write:
AT
tk1(0) > Ty1(0) — >

Using the fact that s1 > 0, we can apply again Proposition 1, obtaining:

AT

i1 (s1) > T (1) = —-

which is what we wanted to prove.

Proof of proposition 3

By definition:
t11(0) = (L)

We know that t;(L) € F,(L) hence, from Eq. 6.5 we can write:

AT
41 (0) > Tu(L) = —-
From Eq. 6.6 we obtain:
AT L
tk+1(0) > nAT — 7 + IB —
sim
from Eq. 6.4 we get:
AT
and from Eq. 6.6 (with s = 0) we obtain:
AT
te1(0) > Tyi1(0) — 5

which is what we wanted to prove.

(6.47)

(6.48)

(6.49)

(6.50)

(6.51)

(6.52)

(6.53)

(6.54)

(6.55)



Chapter 7

Space charge and beam-beam forces

7.1 Fields generated by a bunch of particles
We assume that the bunch travels rigidly along s with velocity Boc:

p(x,y,5,t) = po (x,y,5 — Boct) (7.1)
J (X,y, S t) = ;BUCPO (x/]/,S - ,BOCt) iS (72)

We define an auxiliary variable { as the position along the bunch:
{ =s— Boct. (7.3)

We call K the lab reference frame in which we have defined all equations above, and
we introduce a boosted frame K’ moving rigidly with the reference particle. The co-
ordinates in the two systems are related by a Lorentz transformation [?]:

ct’ = o (ct — Bos) (7.4)
x' =x (7.5)
y =y (7.6)
s" = 70 (s — Boct) = 10 (7.7)

The corresponding inverse transformation is:

ct =g (ct’ + Bos’) (7.8)
x =x' (7.9)
y=y (7.10)
s =70 (s" + Boct') (7.11)

The quantities (cp, Jxr Jys ]s) form a Lorentz 4-vector and therefore they are trans-
formed between K and K’ by relationships similar to the Egs. 7.4-7.6 [?]:

N =0 [ep (x () £ (¢, 8)) — BoJs (x (v, ) £ (¢, #))] (7.12)

o’ (
J: =0 [Js (x (2, )t (1)) — Bocp (x (v, t') £ (x',1))] (7.13)

(

r’,t
r’,t
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where the transformations r (1’,#') and t (r’, ') are defined by Egs. 7.8 and 7.11 respec-
tively. The transverse components ], and J, of the current vector are invariant for our
transformation, and are anyhow zero in our case.

Using Eq. 7.2 these become:

o (v, f) = WLP (c (e, )t (2, 1)) (7.14)
0
JL(x,t) =0 (7.15)
Using Egs. 7.1 and 7.8-7.10, we obtain:

o (x",y,s(s", 1), t(s', 1) = po (X', 1/, s(s", ') — Boct(s', 1)) (7.16)

From Eq. 7.7 we get:

/
s(s',t') — Boct(s',t') = % (7.17)

where the coordinate ' has disappeared.
We can therefore write:

1 s/
"(x',y, s ) = — (x’, ’,—) 7.18
o' (x,y, s t) ol (7.18)

The electric potential in the bunch frame is solution of Poisson’s equation:

2 ! 2 0/ 2 b/ I(ad o o
ox'? aylz Js'? o
From Eq. 7.18 we can write:
824)/ 824)/ 824)/ 1 , S/
= —— — 7.2
0x'2 + 8y’2 + 0s'2 ’)/080p0 <x Y ’)/0) ( O)
We now make the substitution: .
s
= — 7.21
¢ - (7.21)
obtained from Eq. 7.7, which allows to rewrite Eq. 7.20 as:
az / az / 1 az / 1
e T = (vy,0) 7.2

0 o T2 T et

aulrr

Here we have dropped the
by the Lorentz boost.

sign from x and y as these coordinates are unaffected

The quantities (%, Ax, Ay, As) form a Lorentz 4-vector, so we can write:

¢ =70 (¢' + BocAL) (7.23)

/

A=A+ ol (7.24)
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In the bunch frame the charges are at rest therefore A} = A = A{ = 0 therefore:

¢ = Yo’

.9 Bo
As—,BOF—%(P

Combining Eq.7.25 with Eq.7.22 we obtain the equation in ¢:

?¢p PP 1 09% 1
dx2 + ayz + ,y_%agz - _apo (x/y/C)

7.1.1 2.5D approximation
For large enough values of g, Eq. 7.22 can be approximated by:

0%p  9%¢
%2 + W = —apo (x,y,0)

(7.25)

(7.26)

(7.27)

(7.28)

which means that we can solve a simple 2D problem for each beam slice (identified

by its coordinate ().

7.1.2 Modulated 2D

Often the beam distribution can be factorized as:

po(x,¥,0) = qoro(0)pL(x,y)

where:

/pl(x,y) dxdy =1

and Ag(z) is therefore the bunch line density.
For a bunched beam:

/Ao(z) dz=N

where N is the bunch population.
In this case the potential can be factorized as:

¢(x,y,0) = q0A (D) p L (x,y)

where ¢ (x,y) is the solution of the following 2D Poisson equation:

Pp, ¢, 1
52 T 92 T (x,y)

(7.29)

(7.30)

(7.31)

(7.32)

(7.33)
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7.2 Lorentz force

We now compute the Lorentz force on the particles moving in the longitudinal direc-
tions, including particles of the bunch itself (space charge forces) and particles of a
colliding bunch moving in the opposite directions (beam-beam forces). The angles of
such test particles are neglected as done in the usual thin-lens approximation. There-
fore the velocity of a test particle can be written as:

v = Bcis (7.34)

The Lorenz force can be written as:
8A
F = ( V¢ — +[5c1s (VXA))

( ¢—foatls+,3c1s (VXA))

(7.35)

We compute the vector product:

_ [0As  0Ax\: dAs  JAy) .
X(VXA)_(ax as)‘”(ay_? ly

- aAS_an i, + aAS_% i, + %_% g
S \ox  o9s )7 dy 9s )7 9  0s ) (7.36)
s
oA
= VA — N
We replace:
(- Po 9 550 9¢e
F=qg ( V¢ — o at is + BBo V¢ — as (7.37)

The potentials will have the same form as the sources (thls can be shown explicitly
using the Lorentz transformations):

¢(x,y,5,t) =¢ (x yt [300) (7.38)
For a function in this form we can write:
g—f a% —%%—f (7.39)
obtaining:
F=g ( 4>+52 .+ ppovg — 0 ‘3‘?) (7.40)
Reorganizing:
F— —q(1 - ppo) v — LB Fo) 0% (7.41)

Yo aC
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Writing the dependencies explicitly:

Feloy, () = —q(1 ~ BBo) 22 (x,, (1) 7.42)

Fy(x,,2(8)) = —q(1 - ﬁﬁo@—ff’(x,y,cu)) (7.43)

E(xy,0(0) = —q (1 B W) %(x,y,at)) (7.44)

where {(t) is the position of the particle within the bunch.

7.3 Space charge

Over the single interaction we neglect the particle slippage!:

B = Po (7.45)
g(t)=¢ (7.46)
This gives the following simplification of Egs. (7.42) - (7.44):
)
Ry, 0) = —q(1— B) 50 (x,0,0) 7.47)
)
Fy(x,y,0) = —q(1 — ﬁ%)%(w/é) (7.48)
)
F(xy,¢) = —q(1 - ﬁ%)%(x,y,é’) (7.49)

In this way the force over the single interaction becomes independent on time and
therefore we can compute the kicks simply as:

AP = L F (7.50)

Boc
where L is the portion of the machine on which we want to compute the e-cloud
interaction.
The kicks on the normalized momenta can be expressed as (recalling that Py = moBo7yoc):

_ mgAP,  qL(1—pBg) o9
Apx - m PO - m')’OIB%CZ ax (x/yl g) (751)
_ moAPy  qL(1—Bj)9¢
AP}/ - m PO - m’Yo‘B(Z)CZ ay (x'y/ g) (752)
mo AP, qL(1— Bg) 3¢
A6~ Ap, = — = — — (x,v, 7.53

In any case one would need to take into account also the dispersion in order to have the right
slippage.
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If the beam includes particles of different species (tracking of fragments), note that
here g and m refer to the individual particle while m is the mass of the reference

particle.

In the modulated 2D case (see Sec.7.1.2 and in particular Eq.7.32), the kick can be

expressed as:

_ mgAPy _ qqoL(1— Bj) 0P,
M= R =T e 00 5 (8Y) (7.54)
mg APy qqoL(1— Bj) 0P |
M= R T g 0 5y () 7.55)
mo AP, qqoL(1— Bg) dAg
RO Bpz =" R =T : 7.56
e R o dg &L (y) (7.56)

In some cases, for example in the case of transversely Gaussian beams, an analytic
closed form exists for the quantities a‘m and % but not for the potential ¢ L itself.

In those cases, in order to compute the longitudinal kick, it is possible to obtain a
function ¢, (x,y) generating the same transverse kicks by computing numerically the
integral:

_ Opra | 991s
puto) = [ (Bt 2, ) e 7.57)
7.4 Beam-beam interaction (4D model)
We consider a test particle moving in the opposite direction with velocity:
Vi = —,Bowc is (758)
sw(t) = —Bowct (7.59)
Equations (7.42) - (7.44) become:
0
Foly, G (6)) = —q(1+ owbos) 5 (4,9, G (1) (7.60)
8
By, 4w (1)) = ~a(1+ BowBos) 5 (9, Ew (1) 7.61)
Fu (1) = —q (1+ owpos — PP B ) e

where we have used the the subscript S (strong) for the bunch generating the fields,
and the subscript W (weak) for the test particle.
Cw (t) is the position of the test particle within the bunch generating the fields:

Cw(t) = sw(t) —(Bow + Bos)ct (7.63)

— Bosct =
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In modulated-2D case (Eq.7.32), Egs. (7.60) - (7.61) become:

ey, G (1)) = — a0 (1 -+ Bowpos) Aas (w () 22 (x,y) 7.69
Fy(x,y, 0w (t)) = —qq0s(1 + BowPos) Aos (Cw (t ))%(x,y) (7.65)
d
F.(x,y,Cw(t)) = —qqos (1 + BowPos — ﬁOS(ﬁO,V:O—F ﬁOS)) ;\25 Cw (1)1 (x,y)
(7.66)
The change in momentum for the test particle is given by:
AP = / TOr (7.67)
Therefore:
+00
AP:(x,y,Cw(t)) = —qq0sNs(1 +[30w[305)a¢ (x,y) Aos(Cw(t)) dt (7.68)
9 oo
APy (x,y,Cw(t)) = —qq0sNs(1 + BowPos) (Py (x, y)/ Aos(Cw (1)) dt (7.69)
©d
APy, G(1)) = ~aos (1+ Prwpos — PEPUCEPI) ) () [ 2208 1))
(7.70)
Using Eq. (7.63) and Eq. (7.31) we can write:
| hes@wenar = o [ s@dg = N o)
—co (Bow + Bos)c /oo (Bow + Bos)c
Similarly, for a bunched beam:
+% d)os 1 T dAgs Ags(+00) — Ags(—o0)
/—oo g g ) ~ (Bow + Pos)c / o Al = (Bow +Bos)c °
(7.72)
From which we can write:
_moAPy  gqosNs (14 BowPos) 0P
AP = S B T mBowyowe (Bow + fos) 0% (x,y) (7.73)
_moAPy  gqosNs (1 + BowPos) 0P
APy =S Py mBowyowe® (Bow + Pos) Ay () S
Ap, = %APIS 20 (7.75)
7.5 Longitudinal profiles
7.5.1 Gaussian profile
The profile is in the form:
N _(z—2g)
Ao(z) = e 27 (7.76)
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7.5.2 q-Gaussian

The profile is in the form:
N
Nofz) = VB, (~B(z —20)?) (7.77)
where e, is the g-exponential function:

eq(x) = [14 (1 —q)x]}” (7.78)

C, is a normalization factor dependent on g alone:

_ Y (a)

Cy = (7.79)
1
va=Tr ()
The parameter beta defines the standard deviation of the distribution:
o= _ — B= 1 (7.80)
B(5—3q) (5 —3q) '
These expressions are valid for values of the parameter g is the range of interest:
5
1<q<j (7.81)

In general the g-Gaussian is defined outside this range, but for smaller values it has
a limited support (not of interest) and for larger values has a not defined standard
deviation.

7.6 Beam-beam interaction (6D model, Hirata method)

This chapter describes in detail the numerical method used for the simulation of
beam-beam interactions in the weak-strong framework using the “Synchro Beam Map-
ping” approach [26, 27]. This allows correctly modeling the coupling introduced by
beam-beam between the longitudinal and transverse planes. The goal of this doc-
ument is in particular to provide in a compact, complete and self-consistent manner,
the set of equations that are needed for the implementation in a numerical code. Com-
plementary information can be found in [28], including graphical representations of
the procedure presented in this note and several validation tests.

The effect of a “crossing angle” in an arbitrary “crossing plane” with respect to the
assigned reference frame is taken into account with a suitable coordinate transforma-
tion following the approach described in [26, 6]. The employed description of the
strong beam allows the correct inclusion of the hour-glass effect as well as the linear
coupling at the interaction point, following the treatment presented in [6].

If not differently stated in an explicit way in the following, all coordinates are given in
the reference system defined by the closed orbit of the weak beam, which is traveling
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with positive speed along the s direction. The Interaction Point (IP) is located at s=0
and the crossing plane is defined by as the angle that the strong beam forms with the
s-axis. In the presence of an offset between the beams (separation), the orientation of
the reference system is defined by the closed orbit of the weak beam and the system is
centered at the IP location as defined for the strong beam. Therefore the strong beam
passes always through the origin of the reference frame.

7.6.1 Direct Lorentz boost (for the weak beam)

We want to transform the coordinates by moving to a Lorentz boosted frame in which
the collision is head-on (i.e. px = p, = 0 for the strong beam and for the reference
particle of the weak beam). We call ¢ the half crossing angle and « the angle that the
crossing plane makes with respect to the x — z plane. For this purpose, we perform a
transformation which actually includes four operations (more details can be found in
Appendix 7.6.6.1 and in [28, 6]):

¢ Transform the accelerator positions and momenta into Cartesian coordinates
(which can then be Lorentz boosted);

* Rotate particle coordinates to the “barycentric” reference frame;
e Perform the Lorentz boost;

e Dirift all the particles back to s = 0 (as not all particles with s = 0 are fixed points
of the transformation, and we are tracking with respect to s and not with respect
to time).

We name the original accelerator coordinates (as defined in the SixTrack Physics Man-
ual [29]):
(x/ px/ ]// py/ 0/ 5) (782)

and the transformed coordinates:
(x*, Po Y Py 0, (5*) (7.83)

We start by computing the drift Hamiltonian in the original coordinates (we are doing
a Lorentz transformation, therefore constants matter as we are assuming that h is the
total energy of the particle):

h=5+1—/(1+87—p2—p2 (7.84)

We transform the momenta:

«_ Px tan ¢

Py = cosd p h cos acos p (7.85)
x py . . tal’l(P

py = cos ¢ hsin IXCOS p (7.86)

6* = — pycosatand — pysinatang + htan? ¢ (7.87)
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In order to calculate the angles in the transformed frame, we evaluate:

pi = (162 - p2— py? (7.88)

We can now evaluate the following derivatives of the transformed Hamiltonian (from
Hamilton’s equations it can be easily seen that these are the angles in the boosted
frame):

hy = == (7.89)
toopr pr
hy = Bh* = P_z (7.90)
dIpy P
. Oh* 0 +1
h; = =5 = 1-— o (7.91)
These can be used to build the following matrix:
(14 hicosasing) hy sinasin ¢ cosa tan ¢
L= hy cos asin ¢ (1 + hy sina sin 4)) sin « tan ¢ (7.92)
h}; cos a sin ¢ h}; sina sin ¢ Cols¢
which can then be used to transform the test-particle positions:
x* x
yv | =L|y (7.93)
o o

7.6.2 Synchro-beam mapping

Following the approach introduced in [26], the strong beam is sliced along z. A com-
mon approach is to use constant-charge slices (see Appendix 7.6.6.2). For each particle
in the weak beam and for each slice in the strong beam we perform the following.

We identify the position of the Collision Point (CP):

s=2 "% (7.94)
2

Here ¢* is defined in the reference system of the weak beam ( ¢* > 0 for particles at
the head of the weak bunch) while ¢} is defined in the reference system of the strong
beam ( 0} > 0 for particles at the head of the strong bunch). S is the coordinate
of the collision point in the reference system of the weak beam (from Eq. 7.94, we can
see that particles at the head of the weak bunch, collide with particles at the tail of the
strong bunch at S > 0).
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N.B. Here we are making an approximation since we are assuming that particles are moving
at the speed of light along z independently on their angles. This means that the presented
approach works only for small particle angles. It is for this reason that we need to Lorentz
boost to get rid of the crossing angle and we cannot just move to the reference of the strong
beam using a rotation (in this case the weak beam would have large angles).

We now evaluate the transverse position of the particle at the CP, with respect to the
centroid of the slice, taking into account the particle angles :

X" =x"+ piS — (xg — piaS) (7.95)
YV =y +p,S— (va—pryaS) (7.96)

=
I

Here x3j, y5, py g and p;  are defined in the coordinate system of the weak beam. The

momenta of the strong slice appear with a negative sign since in the weak frame the
strong slice is travelling "backwards".

7.6.3 Propagation of the strong beam to the collision point

The distribution of the strong beam in the transverse phase-space can be written using
the X-matrix [9]:

Fy) = foe 7= (7.97)
where:
X
n = ’; x (7.98)
Py

Points having same phase space density lie on hyper-elliptic manifolds defined by the
equation:

7271y = const. (7.99)

Further considerations on the ~-matrix can be found in Appendix 7.6.6.3.

We transform the YX-matrix at the Interaction Point to take into account the Lorentz
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Boost:

0 =50 (7.100)
1 =30,/ cos¢ (7.101)
¥ =3, (7.102)
25 =59,/ cos ¢ (7.103)
Y59 =29,/ cos? ¢ (7.104)
Y39 =39,/ cos ¢ (7.105)
224 =9,/ cos? ¢ (7.106)
i =33, (7.107)
234 =¥,/ cos¢ (7.108)
¥ =39,/ cos? ¢ (7.109)

(7.110)

We transport the position part of the boosted X-matrix to the CP (here we are taking
into account hourglass effect, assuming that we are in a drift space):

i =X 42208 + 23982 (7.111)
Yy = XA 423595 4+ 33082 (7.112)
iy = i+ (Zi)+259) 5 + 23882 (7.113)

The Y-matrix is given in the reference system of the weak beam.
For singular cases we will also need to transport the other terms:

= %39 + 2395 (7.114)

=X+ 530S (7.115)
222 = 59 (7.116)
Yis = 59 4+ 2338 (7.117)
¥5, = 250 (7.118)
PRI Wy S Wy (7.119)
i =259 (7.120)

We introduce the following three auxiliary quantities:

R(S) =X} — %5 (7.121)
T (S) = R? 445357 (7.123)
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The following derivatives will be needed in the following:

?9_1; =2 (=0, - 28) +25 (2% - =) (7.124)
aa_vsv =2 (=, +28) +25 (2%, + 2 (7.125)
8553 = 29, + 295 +2%5,5 (7.126)
?)_g - ZR?)_]; +8%3 a§§3 (7.127)

We will now compute, at the location of the CP, the coupling angle 0, defining a ref-
erence frame in which the beam is decoupled. We will call £ and  the coordinates in
the decoupled frame and £}, 2%, the corresponding squared beam sizes. The angle 6
is defined as the angle between the £-axis and the x-axis.

These quantities can be found by diagonalizing the x — y block of the X-matrix. We
will make determination choices (Egs. 7.130, 7.133 and 7.137) so that the set (6, 21‘1, 2§3)
is uniquely defined and the coupling angle 6 lies in the interval:

s T

< = 7.128
4< <4 ( )

Different cases need to be treated separately:

Case T>0, |Zi‘3}>0

We evaluate the coupling angle at the position of the CP in the boosted frame:

X X3
cos 20 = sgn (£]; — X33) 1 233 (7.129)
* * x 2
\/(211 —X5)" 4%y
Or more synthetically:
R
cos26 = sgn(R)— 7.130
In the following we will need also the derivative of this quantity:
d oR 1 R oT
— [cos260] = sgn(R) | == - — (7.131)
d d 30
S SVT 5 ( \/"__r> S
It can be proved that [6]:
1
cosf = \/E (14 cos20) (7.132)

sinf = sgn(R)sgn(Zi},)\/% (1 — cos20) (7.133)
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The corresponding derivatives are given by (see Eq. 2.64 in [?]):

1 0
35 cos 0 =~ Tcos0 S cos 20 (7.134)
. d
g sinf = — mg cos 20 (7135)

The squared beam sizes in the rotated (un-coupled) boosted frame are given by:

g _ 1 v \2

X = 5 [(ZE + X33) +sgn (X7 — X33) \/(211 —X3)" + 421532] (7.136)
3 1 * % \2 *

X5 =5 {(ZTI +X33) —sgn (X1 — L33) \/(211 —35) 42132] (7.137)

Equation 7.137 can be written in a compact form as:

- 1
£h =5 (W +sgn(R)VT) (7.138)
St = % (w . sgn(R)\/T) (7.139)
The corresponding derivatives, which will be needed in the following, are given by:
0 (e 1 /oW 1 oT
—= 211 =3 (== — 7.14
J (e 1 /oW 1 oT
el =2 (22— = 7.141

Case T>0, |Zi‘3}=0:

The treatment of the previous case is still applicable with the exception of Eq. 7.135
in which the denominator becomes zero. This happens when X7,=0, which implies
VT = |R| and therefore cos20 = 1. The case T = 0 will be treated separately later,
therefore here we can assume |R| > 0. We can expand with respect to Xj;/R obtain-

mg:

R 1 1 ¥*,2
cos 260 = | | - — ~ — ~1-2 1%?2’ (7142)
2 * * 2
\/R +4x, \/1+421%—3 14253
Replacing these result in Eq. 7.133 we obtain:
pa X
sin® = sgn(R)sgn(Xj3) %55 =13 (7.143)

Rl R
We call S the location at which %], = 0. At this location we define the auxiliary
quantities:

d =33, (7.145)
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We introduce AS = S — Sp and we can write using Eqs. 7.111-7.113:

Y5y = cAS + dAS? (7.146)
By taking the derivative of Eq. 7.143 and using Eq. 7.146 we obtain:
J ., 1 oR 2
35 sinf = 72 (c+2dAS)R — 35 (cAS +dAS )1 (7.147)
In the implementation we need only the value for AS=0, which is simply given by:
% sinf = % (7.148)

Case T=0, |c|>0

Special care has to be taken at sections Sy at which XJ; = 23, and 2], = 0 as Egs. 7.130
and 7.141 cannot be evaluated directly. Also in this case we define:

AS =S5 — Sy (7.149)
At the location of the apparent singularity (AS=0) we define the auxiliary quantities:
a=X], — Ly (7.150)
b=%%—X4 (7.151)
c =7+ X5 (7.152)
d=x (7.153)
and therefore, using Eqs. 7.111-7.113, we can write:
R = 2aAS + bAS? (7.154)
Y5 = cAS + dAS? (7.155)

With these definitions the function T (defined by Eq. 7.123) can be expanded around
AS = 0 (using the Egs. 7.111, 7.112, 7.113):

T = AS* |20+ bAS) + 4 (c + dAS)’| (7.156)

Replacing Eq. 7.156 in Eq. 7.130 allows removing the apparent singularity:
|2a 4 DAS|

cos 20 = (7.157)
V(204 bAS)? + 4 (c + dAS)?
This can be derived obtaining;:
d b
35 [cos 20] = sgn(2a + bAS)
V(204 bAS) + 4 (c + dAS)?

(2a + bAS)(2ab + b*As + 4cd + 4d%AS)

<\/(2a +bAS) +4(c+ dAS)2)3

(7.158)
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Similarly, replacing Eq. 7.156 in Eq. 7.139 we obtain:

LA %Sgn <2aAS + bASZ> IAS| \/ (20 +bAS)? +4 (c+dAS?  (7.159)

2
. W
£ =5 - %sgn (2085 +b2S?) [AS] V(20 +bASY? +4(c+dAS)?  (7.160)

This can be derived obtaining:

ey, 10W

=5 [B11] =555 + %Sgn <2aAS + bASZ> sgn(AS) W(za +BAS)? +4 (c+dAS)?

A8 (2ab + b*As + 4cd + 4d>AS) ]

V(20 +bAS)? +4 (c + dAS)
(7.161)

o (23] :%%_vg/ - %sgn (2085 + bAS?) sgn(AS) [\/ (20 + bAS)? + 4 (c + dAS)?

LAs (2ab + b*As + 4cd + 4d>AS) ]

V(20 +DbAS)? + 4 (c +dAS)?
(7.162)

In the implementation only the values at AS=0 are needed. For this case the obtained
results above can be simplified as:

24|
c0s20 = ———— 7.163
2va? + c2 ( )
d b a(ab + 2cd
35 [cos 20] = sgn(2a) N ( )3 (7.164)
as+c 2(\/a2—|—c2>
A W
Y= > (7.165)
A W
Yoy = > (7.166)
0 res 10W
35 [£11] =555 T sgn(2a)V/a% + c2 (7.167)
0 ey 10W
g [233] :zg — Sgn(Za) \V/ a2 + C2 (7168)

Egs. 7.133 and 7.135 can still be used to evaluate sin 8 and cos 6 and the corresponding
derivatives, once we assume that sgn(0) = 1 and noticing from Eqs. 7.154 and 7.155
that for small AS:

sgn(R)sgn(Xj;) = sgn(a)sgn(c) (7.169)
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Case T=0, c=0, |a|>0

The treatment of the previous case is still applicable with the exception of Eq. 7.135 in
which the denominator becomes zero.
For this case we can write (from Eq. 7.157) around the point where this condition is

verified: ) o
1 2d°AS
cos 20 = ~l-—— (7.170)
14 442782 (2a + DAS)
(2a+bAS)*

We notice from Eqgs. 7.154 and 7.155 that for small AS:
sgn(R)sgn(X];) = sgn(a)sgn(d)sgn(AS) (7.171)

Replacing Eq. 7.170 and 7.171 into in Eq. 7.133 we obtain:

. dAS bAS
sinf = o 1-— o (7.172)
which can be derived in AS = 0 obtaining;:
J . d

The case in which also d = 0 is (or is equivalent to) the uncoupled case as X5 is zero
for all S.

Case T=0, c=0, a=0

Around the apparently singular point we can write:

R = bAS? (7.174)
X1, = dAS? (7.175)
Therefore:
T =54 (b2 n 4d2) (7.176)
and: )
c0s20 = ——— 7.177
Vb2 + 442 #.177)

which is a constant. Eqgs. 7.133 and 7.135 can still be used to evaluate sin 6 and cos ¢
while the corresponding derivatives vanish:
This can be derived obtaining;:

0
35 cosf =0 (7.178)
9 sinf =0 (7.179)

dS
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Replacing a = ¢ = 0 into Eq 7.160 we obtain:

P :g + %sgn(b)ASZ\/bz + 442 (7.180)
PR zg — %sgn(b)ASzx/ b2 + 442 (7.181)
and:
0 ey, 10W
5 [Z51] =535 (7.182)
0 1w

55 [55] =53¢ (7.183)

The case in which also d = 0 is (or is equivalent to the uncoupled case) as X5 is zero
for all S.

7.6.4 Forces and kicks on weak beam particles

The positions of the weak beam particle in the un-coupled boosted frame are given
by:

X =X*cosf+ 7" sinf (7.184)
?* = —Xx"sinf + y* cos 6 (7.185)
In the following we will also need to evaluate:
d [ak _ox” . 0 Iy . 0 .
35 [x (9(5))} =33 cosf + X 35 [cos 0] + TS sinf +y 35 [sin 6] (7.186)
9 [~ X" . .0 . Iy . 0
35 [y (0(5))} =753 sinf —x 35 [sin 0] + 33 cosf + 7 35 [cos 6] (7.187)

In this boosted, rotated and re-centered frame, closed formulas exist to evaluate the
following quantities:

Fi = —Kq pee (?*,17*,21‘1,%3) (7.188)
. OT* [ak rt ms =
Yy = —Ksza—?* (Y*,y*,zi‘l,%) (7.189)
A OT* [ax rs s =
* = = * *
—Rg = <x A YEP Z433) (7.190)
* ox,
A OT* [ax ms ms =
G]j = Tl SEy <7 /y /Z§3/ Z;:’,) (7191)
33

where U* is the electric potential associated to the normalized transverse distribution
and:

N
Ky = —S}ZSCZ% (7.192)
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where Ny is the number of particles in the strong-beam slice, q5; and g are the particle
charges for the strong and weak beam respectively, Dy is the reference momentum of

the weak beam.

The minus sign in the Eqgs. 7.188-7.191 comes from the definition of electric potential,
ie. E=—-VU.

For a bi-Gaussian beam (elliptic) [26]:

RS 2 2k 2 ? 2* +Z]7 211
—exp (_(x ) — (zyz )w i 2 (7.193)

e O _ 1 el F i
y Ak - - ]
e am (5 - ) 2 (85, - $)
s [R5 e 55
X ()3 X5 T /5
—ep (‘ (;Z) - (Zyz) ) w =" || (7.194)
25T\ )
A% al:[* _ 1 A*EA,* —|—A*EA* " 1 i§3 _(%*)2 - (?*)2 -
x Sk (k3 X ExTY Ly > e S exp T o5
1 ( 11 33) 0 11 H 5
(7.195)
gy =- our _ L {f*ﬁ* yarpe L =4 exp <_ &) _ (]7*)2> B 1] }
y 5 = * ; - ] i
82§3 2 (Zfl - 33) 27'(60 233 221} 22;3
(7.196)

where w is the Faddeeva function.
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For a round beam, i.e. 2.J; ﬁ]§3 =
e B e N 2%y \ ]
fro U 5 Lol Cexp () T*(y U | B (7.197)
ox ey | 2% | ()2 + (1 )?
R N 1 B e N 2%y \ ]
P Y (1 SUR Y | (7.198)
%" 2mey | 28 ] ()2 + ()3
o i e e 1 (F) @Ry
g\;:_ S Ak A~k yE;_YE;—i_ * exp S %
) NP [(y 2+ (7 )2] 2mey 3 25
) (7.199)
oo ur 1 sope mrpe 1 (? ) @)+ ()3
Y ) [(,}*)2 + (}7*)2] * Y orey g OF S
) (7.200)

We have used lower-case symbols to indicate that the factor given by Eq. 7.192 is not
yet applied.

The transverse kicks in the coupled (but still boosted) reference frame are given by:

F} = F}cosf — ﬁy* sin 0 (7.201)
F, = E}sinf + ﬁy* cos 6 (7.202)
To compute the longitudinal kick we notice from Eq. 7.94 that:
0 19
Therefore:
pr= 19 e (3 0(S)),y" (0(S)),%%,(S),%(S 7.204
2= 55 |07 (F1009), 3 (6(5), £ (5), £45(5) )| (7.204)
This can be rewritten as:
1 * 0 LK * d £k * 0 * * d *
B = (P =5 [F005)] + By =2 [i7 (05)] + Cizg [£1(5)] + Gy [233<s>})
(7.205)

where all the terms have been evaluated before.
The quantities evaluated so far can be used to compute the effect of the beam-beam
interaction on the particles coordinates and momenta [26]:

Xpow = X* — SF; (7.206)
px,new =py+F (7.207)
Ynew =Y  — SE; (7.208)
p;,new = P; + F; (7.209)
Zrow = 2" (7.210)
" N | 1 1
St =0+ F + = 5 { (px +-F + p;ﬂ) +F (py +F + p;;lslﬂ (7.211)
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The physical meaning of the different terms in these equations is illustrated in [28].

7.6.5 Inverse Lorentz boost (for the weak beam)

Now we need to go back to the accelerator coordinates by undoing the transformation
described in Sec. 7.6.1.
As before we evaluate:

pi=\/(1+6°) —pi2— p;? (7.212)
and then:

- % (7.213)

z

. Py
= (7.214)
pp=1-20 11 (7.215)

P

We invert the matrix (7.92) using Cramer’s rule:

Det (L) = + (hj; cosa + hy sina — h; sin 4)) tan ¢ (7.216)
cos ¢
inv _ 1
" Det(L)
(ﬁ +sinatanzp(h}*/7hf,sint\'sin¢>) sina tan ¢ (h cosasing — hy) —tan¢ cosvz7h§sinzasinszrh;;cosasinzxsinrp
cosatanq‘z(—h; +hy sinasimp) (ﬁ + cosatan ¢ (hy —h'gcostxsinq))) —tan¢ (sina — Iy cos? wsin¢ + h cos asinasin ¢ (7.217)
—h cosasing —hg sinasing (1 + hy cosasing + hy sina sin(p)

This can be used to transform the positions:

*

X X
y | =Ly (7.218)
o o

The Hamiltonian can be transformed with a re-scaling:

h=h*cos®¢p = (5* +1-— \/(1 +6%) — pi2 — pf) cos? ¢ (7.219)
This can be used to transform the transverse momenta (inverting Eqs. 7.85 and fol-

lowing):

Px = Py Cos ¢ + hcosatan ¢ (7.220)
py = p; cos ¢ + hsinwa tan ¢ (7.221)

The longitudinal momentum can be calculated using directly Eq. 7.87:

0 = 0" + pycosatan + pysinatang — htan? ¢ (7.222)
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7.6.6 Additional material
7.6.6.1 Detailed explanation of "the boost" transformation

The reference frame transformation used in Sec. 7.6.1 can be written as [26, 6]:

*

o o
’ 1 1 x

.| =4 Rcp LooostRecaRepA (7.223)
S S
y y

Here A is the matrix transforming the accelerator coordinates (Courant-Snyder) to
Cartesian coordinates:

ct o -1 010 o
X 0 100 X
= A = (7.224)
Z s 0 010 s
Y y 0 001 y
Rcp is a rotation matrix bringing the crossing plane to the X — Z plane:
1 0 1 0
0 cosa O sina
Rep = (7.225)
0 0 1 0
0 —sina 0 cosa

Rca is a rotation matrix moving to the barycentric reference frame (in which the two
beams are symmetric with respect to the s-axis):

1 0 0 0
0 cos sin 0
Rcp = ¢ ¢ (7.226)
0 —sin¢g cos¢p O
0 0 0 1

Lpoost is the matrix defining a Lorentz boost in the direction of the rotated X-axis:

1/cos¢ —tang

0

—tan¢ 1/cos¢ O

Lyoost = 1 (7.227)
0

0 0
0 0

- O O O

The momenta are transformed similarly [6]:
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o* )

Pr| _ B 1Ren L. RexRerB | F* 7.228

| = cP  LboostRcaRcp (7.228)
Py Py

where the transformation from accelerator to Cartesian coordinates given by:
E/c—po 10 0 O )
P 01 0

* = o P (7.229)
> — Po 00 —-10 h
Py, 00 0 1 Py

As explaned in Sec.7.6.1 not all particles with s = 0 are fixed points of the transfor-
mation, therefore a drift back to s=0 needs to be performed as we are tracking w.r.t. s
and not w.r.t. time. The net effect of the transformation is to move from the reference
frame of the weak beam to the boosted barycentric frame.

7.6.6.2 Constant charge slicing

We consider a Gaussian longitudinal bunch distribution:

1 -Z
Alz) = e 2z 7.230
(z) T (7.230)
We introduce the cumulative distribution function:
z 1 1
Q(z) = / AZNdZ = = —|— erf ( > (7.231)
—0 \/—O'z

We define longitudinal cuts z§"

same charge:

such that the bunch is sliced in N sections having the

Q(zy") = % (7.232)

Replacing 7.232 in 7.231 we obtain:

78 = /20 erf ! <——1) (7.233)

For each slice we need to find the longitudinal centroid position. For generic slice
having edges z; and z; the centroid position can be written as:

Z

centroid __ 1 2 — Oz 2ijz — ZZU%ZZ
= 5= b PO = Ve o) ( ‘

(7.234)
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7.6.6.3 Considerations on the X-matrix description

Given the reduced Y-matrix of the beam (including only position terms, no momenta):

Sy %
=71 B (7.235)
213 233

the distribution for a Gaussian beam can be written as:
p(x) = ppe X=X (7.236)
Points having same density lie con ellipses defined by the equation:
x'¥~!x = const. (7.237)
As Y is symmetric, it can be diagonalized:
Y = Vwv’ (7.238)

where the matrix V has in its columns the eigenvectors of ¥~ and W is a diagonal
matrix with the corresponding eigenvalues:

W = (7.239)

V is a unitary matrix (eigenvectors are ortho-normal):
vi=1=v1l=vT (7.240)

V can be used to transform coordinates from the initial frame to the de-coupled frame:
where X are the coordinates in the decoupled frame, i.e. the projections of of x on the
eigenvectors:

x=VTix (7.241)

Combining Egs. 7.238 and 7.240 we can write:
s =vwiv! (7.242)
This can be replaced in Eq. 7.237, re-writing the equation of the ellipse as:
x' VW~ 'VvTx = const. (7.243)

Using Eq. 7.241 we obtain the equation of the ellipse in the reference system of the
eigenvectors:

"W~ 1% = const. (7.244)
which can be rewritten in the familiar form:
a2 )
Ax + Ay = const. (7.245)
21 233

Once the X-matrix is assigned, the one-sigma ellipse can be drawn by the following
procedure:
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* We diagonalize ¥~ and we generate an auxiliary matrix defined as:

A =VVWVT (7.246)

* We generate a set of points in the unitary circle

[cos t]
zZ= (7.247)

sin t

e We apply A to t to generate points on the one-sigma ellipse:

X1y = Az (7.248)

This can be verified as follows:

X1 L x1y = 2T ATE 1Az = 2T (VVWV) (VIW IV (VVWVT )z
= 2" VVWW IVWVTz = 2TvvTz = 2Tz =1 (7.249)

7.7 Beam-beam interaction (6d model, Particle In Cell)

To simulate self-consistently the interaction between two bunches of particles, it is
possible to use the Particle In Cell method. The computation is done in a boosted ref-
erence frame in which the bunches move mainly along s as illustrated in the previous
section.

For this purpose, as for space charge simulations, we define a uniform 3D grid with
grid sizes Ax, Ay, Al. We note that each value of { corresponds to a different time of
arrival at the Interaction Point (IP):

sip— ¢

Poc

We simulate the interaction in discrete time intervals corresponding to the passage of
the different slices. The duration of each interval is

g =sp—Poct & t= (7.250)

AYS
At = Boe (7.251)

We call ¢; the time at which the i-th slice is passing at the IP. The is is related to the {;
coordinate of the slice by the relation

_ s —Gi

t:
1 ﬁOC

(7.252)
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7.7.1 Propagation of particles during the interaction

From the conventional tracking using s as independent variable we get for all particles
the coordinates at the IP, which we call xip, px1p, y1p, Py1p, Z€tarp = sy1p — Boctip, where
tp is the time of arrival of the particle at the IP. Assuming the motion is in a drift space,
for each time step, we propagate the particles from the IP to their positions at the time
til

x (t;) = xip + Bxc (t; — tip) = x1p + BxC (SH,)BO_CQ — SIP‘B_OC&P) (7.253)

Using the fact that:
Py mO')’,BxC ')’,Bx
== = 7.254
PX= Py~ myvoPoc ~ 0Po 7259

we can write: -
x (t) = xp + Px7 (Cp — Ci) (7.255)

With the coordinates of the propagated particles we can solve a Poisson problem hav-
ing as source the 3D particle distribution at time ;. Using the fact that the bunches
are elongated and relativistic, we can solve the 2D Poisson equation instead of the full
3D problem. This procedure needs to be performed for the two colliding bunches.

7.7.2 Time relation between the two beams

For a particle of beam 1 having longitudinal coordinate {5y we want to know the lon-
gitudinal coordinate {57 corresponding to the section of beam 2 crossing the particle
at time ¢;.

We assume that the reference systems of the two beams are antiparallel and coincident
in transverse:

sB2 B2 = — (sB1 — stl) (7.256)
xP2 = —xBl (7.257)
Y52 = 44B! (7.258)

Similarly as done in Sec. 7.7.1, we can write the s position at the time ¢; for the particles
of beam 1 and beam 2:

B1 B, BY (B Bl

s7 (ti) = sp + 37 ( P —Gi ) (7.259)
0
B2

(1) = ff + B (2B 2P 7260

0

To find particles that are at the same s at time t; we replace Egs.7.259-7.260 in we
obtain:

B2_ 82 PSBY (81 B

=G —ﬁ—gl@<lp— i ) (7.261)
This relation can be used to probe the field map generated by the other bunch at the
position of each particle.
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7.7.3 Computation of the kick

The transverse kick at each time step can be written as:

AP — APP' _ FiAt
* pst - pBl

Using Egs. 7.42 and 7.251, taking onto account that the beams move in opposite direc-
tions, we obtain:

(7.262)

Bl — _ gAc" B1 gB2) 99" B2
Apy” = mglvgl(lglgl)zcz (1+,B e ) Y (x,y,0°%) (7.263)

7.8 Configuration of beam-beam lenses for tracking sim-
ulations (weak-strong)

The effects of the non-linear forces introduced by beam-beam interactions in the Large
Hadron Collider (LHC) are studied with tracking simulations using, for example, the
SixTrack and sixtracklib codes[29, 30]. In these simulations the beam-beam interac-
tions are modeled by a set of “thin” non-linear lenses around the collision points. “6D
beam-beam lenses” based on Hirata’s synchro-beam method [26, 31, 28] are used to
model the Head-On (HO) interactions at the for interaction points (IPs) while simpler
“4D lenses” are used to model parasitic Long-Range encounters [32].

This document describes a method to configure the beam-beam lenses in tracking
simulations based on the model of the accelerator, which has been recently developed
as an evolution of existing tools in MAD-X scripting language [33]?

In particular, in Sec.7.8.1, we discuss how to reconstruct the absolute position of the
two beams with respect to the lab frame using the twiss and survey tables; in Sec.7.8.2
we discuss how to compute the separation between the two beams; in Sec.7.8.3 we
describe how to identify the crossing plane and crossing angle; in Sec.7.8.6 we de-
scribe how to configure the anticlockwise beam (conventionally called beam 4) from
the MAD-X model based on two clockwise-oriented sequences; in Sec.7.8.7 we intro-
duce the effect of crab cavities on the beam-beam configuration.

7.8.1 Identification of the beam position and direction

The position and orientation of the beams at a certain machine element can be ob-
tained from MAD-X combining the information from the survey and twiss tables.
We assume that:

* The sequences start from an element at which the reference trajectories of the
two beams are known to be parallel;

2The authors would like to acknowledge all the colleagues who have contributed to the develop-
ment of the MAD-X tools for the configuration of tracking simulations, on which the present work
is largely based, and have provided important input and support, in particular G. Arduini, J. Bar-
ranco Garcia, R. De Maria, S. Fartoukh, M. Giovannozzi, S. Kostoglou, E. Métral, Y. Papaphippou,
D. Pellegrini, T. Pieloni and F. Van Der Veken.
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¢ Both beams (B1 and B2) have the same orientation (clockwise);

e Markers or beam-beam lenses are installed at the s-locations of the beam-beam
interactions.

The survey provides the coordinates in the lab frame of the two beams:

xsu

Pt = [ you (7.264)

SSLI

and the corresponding set of angles (6°%, ¢, ") defining the orientation of the local
reference system used by the twiss [34]. The origin and the orientation of the lab frame
are defined by the the first element in the sequence.

The components of the unit vectors defining the local reference frame with respect to
the lab frame can be obtained from the following relationship:

(& &y, &) =
cos0® 0 sing®™ 1 0 0 cos P —siny™ 0
0 1 0 X1 0 cos¢™ sing®™ | X[ sing®™ cosy™™ 0
—sin@®" 0 cos & 0 —sing®™™ cos¢®™ 0 0 1

(7.265)

The MAD-X twiss provides the transverse position of the beam in the local reference
frame (x™,y™), so that the absolute position of the beam in the lab frame can written
as

P =P +x™e, +y™e,. (7.266)

At the beam-beam locations the local reference frames for the two beams are assumed
to be aligned. This is not strictly the case in the regions between the separation-
recombination magnets (D1 and D2), but also in that case that case the existing small
divergence can be considered negligible. The beam-beam module of pymask checks
the conditions:

&) — &bl <« 1, (7.267)
&)t — b7 < 1. (7.268)

Therefore we will simply define:

6, = &bl =¢b?, (7.269)
&, =& =&’ (7.270)
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Figure 7.1: Schematic illustration of the crossing plane.

7.8.2 Computation of beam-beam separations

The beam-beam separations are defined as the transverse coordinates of the strong
beam with respect to the weak beam. They can be computed as:

Ax = & - <PS - PW> , (7.271)

Ay =8, (PS - PW) ) (7.272)

where the superscripts identify the weak (W) and the strong (S) beam.

Typically the accuracy of the survey table is insufficient to computed the separations
correctly, especially for elements that are too far from the first element in the sequence,
due to accumulation of errors along the sequence. A correction can be computed
looking as the apparent displacement of the closest Interaction Point (IP) between the
two surveys, as the IPs are supposed to coincide.

7.8.3 Crossing plane and crossing angle

At the beam-beam encounters the local reference frames for the two beams share the
same orientation. Therefore the elevation angle « of the crossing plane and the cross-
ing angle 0 can be computed in the local reference frame, as will be illustrated in the
following.
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7.8.4 The crossing plane

The directions defined by the local trajectories of the two beams are identified by the
unit vectors

p" = (pxw, ) oy ) , (7.273)
p° = (v r5pS) (7.274)

containing the angles of the closed orbit obtained from the twiss of the two beams.
The plane defined by these two directions is called Crossing Plane (XP), as illustrated
in Fig.7.1, and its equation is given by:

vxp(wi, W) = w1p" + wop® . (7.275)

The line defined by the intersection of the crossing plane and the transverse plane
identified by the unit vectors &, and &, is given by the condition:

pr(wl, ZU2) -6 =0. (7.276)
Replacing Eq. (7.275) into Eq. (7.276) we obtain:
wipl +wopd =0, (7.277)

and replacing this condition in Eq. (7.275) we obtain the equation of the intersection
line

w_ pe
vr(wy) = w, (p — p—ss“‘f) . (7.278)
S

The elevation angle « of the intersection line with respect to the local x-direction (éy)

can be written as: .
VT * ey

a = arctan ~ (7.279)
VT - €4
Using Eq. (7.278) we obtain:
w_ P s
sty
a = arctan W . (7.280)
p
(st~ 250t)
Ps
In the paraxial approximation (p$ ~ p!' ~ 1) this simply becomes:
A
a = arctan ﬂ, (7.281)
Apy
where we have defined:
Apx = pY — Py, (7.282)

Apy=py, —py- (7.283)
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In the legacy beam-beam macros as well as in the configuration pymask tool, the
following logic is implemented

A
arctan (A_Py> if |Apx| > |Apy|
«— Px , (7.284)
7T Apy .
7 — arctan (A_Py> if [Apx| < |Apy|
for which « is limited to the range:

T g 7.285)
g Sas (7.

In particular, for a purely horizontal crossing we have « = 0 and for a purely vertical

crossing we have a = 7.

7.8.5 The crossing angle

The crossing angle 6 between the two beams can be found from the relation:

cos® =p" - p°. (7.286)
The half crossing angle
¢:§ (7.287)
is often used instead of 6.
In the paraxial approximation
px <1, (7.288)
py <1, (7.289)
(7.290)

the scalar product in Eq. (7.286) can be rewritten as

p" -0 =l ps+ ) Py + i ps

2
ZP?P§+pyr§+Vh—%m9f——Gﬁﬂ'Vl—(Pﬁz—(Pﬁz
2

2

1AV pW S\ 2 pS
x Yy x y

A U 2 I PO )

e () s ()
2 2 2 2 7

which can be written in compact form as:

~ plpipypy 1 - (7.291)

w s\2 w 5\2
Py —Px) t\Py —P
ﬁ“pszl—(x X)2<y y>. (7.292)
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For small crossing angle we can write:

92
cosf ~1— - (7.293)

Replacing Egs. (7.292) and (7.293) into Eq. (7.286) we obtain

0| = \/Ap% + Apj. (7.294)

The sign of 6 is defined positive when the weak beam needs to rotate in the clockwise
sense in the crossing plane in order to be brought on the strong beam. This corre-
sponds to the following sign choices:

Apx| > |Apy| [Bpx| < [Apy]
Apx >0, Apy > 0 >0 >0
Apx <0, Apy >0 <0 >0
Apxy <0, Apy <0 <0 <0
Apx >0, Ap, <0 0>0 0 <0

which are consistent with the sign convention used in LHC operation.

7.8.6 Transformations for the counterclockwise beam (B4)

The typically used MAD-X model of the LHC consists of two sequences both having
clockwise (CW) orientation, conventionally called Beam 1 and Beam 2. To perform
tracking simulations of the anticlockwise (ACW) beam, an anticlockwise sequence
needs to be generated, which is conventionally called Beam 4. The beam-beam lenses
in the Beam 4 sequence can be configured based on the beam-beam lenses defined
in Beam 2, taking into account that the two are related by the following change of
coordinates:

AW = W, (7.295)
yAW = 4V, (7.296)
AW — _CW (7.297)

The corresponding transformation for the transverse momenta is:

peW = 1SV, (7.298)
py = —p". (7.299)

This can be easily seen from the fact that:

dx (7.300)
P G '

d
Py~ 2. (7.301)

ds
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Additionally, from Egs. (7.295) - (7.299) it is possible to derive the following relations
to transform the X-matrix [31] of the strong beam:

W = 42, (7.302)
TAW — 3oV, (7.303)
TAW — _3CN, (7.304)
TAW — 1 3CW, (7.305)
TV = +35Y, (7.306)
YW = +x5Y, (7.307)
oW = x5V, (7.308)
4NV = +25Y, (7.309)
oW — —2§4W , (7.310)
W = 43V, (7.311)

(7.312)

7.8.7 Crab crossing

To discuss the effect of crab cavities, we define along the bunches of Beam 1 and
Beam 2 (sharing the same s coordinate as in the MAD-X model), the longitudinal
coordinates z1 and zp, oriented like s.

Assuming that the slices with z; = zp = 0 collide at s=0, the collision point (CP) for
two generic slices z; and z; is at the location:

— ; 22 (7.313)

In the absence of crab crossing, the transverse position of the two beams is indepen-
dent from z:

= +¢s, (7.314)

Xy = —¢s. (7.315)

Ideal crab cavities, in the linear approximation, introduce a z-dependent orbit correc-

tion such that:

x1(s) = +¢s + ¢cz1, (7.316)

x2(s) = —ps — Pcz2, (7.317)

where ¢, is the crabbing angle and we assume, without loss of generality, horizontal
crabbing plane.

The separation of the two slices at their collision point is obtained replacing (7.313)
into (7.316) and (7.317):

Ax(scp) = x2(scp) — x1(scp) = —(¢ + ¢c)(z1 + 22) - (7.318)

If . = —¢, the separation is zero independently of z; and z, (perfect crabbing).
The crab crossing in the IPs of the HL-LHC for the clockwise and anticlockwise beams
is illustrated with the relevant sign conventions in Figs.7.2-7.5.
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tracking: B1 Exterior of the ring | X
H-crossing (IP1)
T B1 B2 Tl
- S S e
Zl=S-Ct1 Zp1 22:5+ct2 s
Bl B2
{gy = dxg,/ds >0 dg, = dxg,/ds <0
pi1c = dXgy/dzg; < 0 Ogac = dXg/dzg, >0
weak strong
bg =@ g, =-@
We call ®, ®. the MAD-X knobs:
¢ ¢B1c = q)c ¢BZC = '(Dc

Figure 7.2: Crab crossing in the IP1 of the HL-LHC modeled for the tracking of the clockwise

beam (beam 1).

tracking: B4 Exterior of the ring
H-crossing (IP1)
T B3 B4 T~
- P C—~
Zg3 Zgy
B3 X B4
g3 = dxg3/ds >0 {gq = dxg,/ds <0
Op3c = dXp3/dzg3< 0 Gpac = dXgy/dzg, >0
strong weak
bg3 = by =-@
We call ®, @, the MAD-X knobs:
¢ ¢B3c = (I)c ¢B4c = _(I)c

Figure 7.3: Crab crossing in the IP1 of the HL-LHC modeled for the tracking of the anticlock-

wise beam (beam 4).
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tracking: B1 Sky

V-crossing (IP5)

B1

gy = dyg,/ds >0
gic = dyp,/dzg, <0

weak

bg =@

We call ®, @, the MAD-X knobs:
¢Blc = (Dc

— e~
Zp;
B2

gy = dyg,/ds <0
gy = dyg,/dzg, >0

strong

0pp =-D
¢BZc = 'q)c

Figure 7.4: Crab crossing in the IP5 of the HL-LHC modeled for the tracking of the clockwise

beam (beam 1).

tracking: B4 Sky y
V-crossing (IP5)
S A/'/‘/' '\.\.\.
T > | >
T B3 B4 Tl
- < — T~
Zp3 Zp,
B3 B4
$p3 = dygs/ds < 0 Ogg = dyg,/ds >0
Opac = dyp3/dzg3 >0 Ogac = dyps/dzgy <0
strong weak
g3 =-D gy =+
We call ®, ®, the MAD-X knobs:
¢ ¢B3c = _(I)c ¢B4c = +ch

Figure 7.5: Crab crossing in the IP5 of the HL-LHC modeled for the tracking of the anticlock-

wise beam (beam 4).
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7.8.7.1 Configuration of beam-beam lenses for beam 1

In order to model the HO interaction for a crab crossing, the “strong bunch” is sliced
longitudinally using the constant charge method, and one beam-beam lens for each
slice is installed in the sequence.
In particular, in the sequence of beam 1, the lens corresponding to a slice of the strong
beam (beam 2) having longitudinal coordinate z, = Z; is installed at the location
where the slice encounters the synchronous particle of the weak beam (see Eq. (7.313)
with z; = 0):
Z

Stens =+ (7.319)
The position of the strong beam at the lens can be found replacing Eq. (7.319) into
Eq. (7.317):

X2 = _Slens((P + Z(PC) . (7320)
The effect of the crab bump alone is given by:
X(erab - _qucslens = _4)CZ2 . (7.321)

Taking into account the RF curvature coming from the crab cavity frequency, the po-
sition of the slice at the beam-beam lens can be written as:

) 27th Lyin . 27ThCC
xcrab _ rmg sin ( cC» ) = — & sin (—251 , (7.322)
2 (PC 2 ﬂhCC Lring 476 27ThCC Lring ens

where hcc is the harmonic number of the crab cavity and Lying is the circumference of
the ring.

7.8.8 Configuration of beam-beam lenses for beam 2

In the sequence of beam 2, we install the beam-beam lens for a slice of the strong
beam (beam 1) having longitudinal coordinate z; = Z; at the location where the slice
encounters the synchronous particle of the weak beam, (see Eq. (7.313) with z; = 0):

Slens = % : (7.323)
The position of the strong beam at the lens can be found replacing Eq. (7.323) into Eq. (7.316):
X1 = Stens (@ +2¢c) - (7.324)
The effect of the crab bump alone is given by:
X570 = 2Siens = PeZi . (7.325)

Taking into account the RF curvature coming from the crab cavity frequency, the po-
sition of the slice at the beam-beam lens can be written as:

Ly 271']’1 I‘lI‘l 27ThCC
xérab — . T8 g ( <z ) & sin ( 25 . 7.326
! (PC 2 ﬂhCC Lring ! (Pc 27 hCC Lring lens ( )

From Egs. (7.322) and (7.326), we find that for lenses at the same longitudinal posi-
tion sjens the corresponding slices of the two beams Z; = Z; = 2554 have opposite

transverse coordinates:
X§rb = —XgreP (7.327)
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7.8.8.1 Crab bump from twiss table

For a non-ideal crabbing, for example in the presence of a non-closure of the crab-
bump, the realistic z-dependent orbit distortion introduced by the crab cavities can
be characterized using the twiss, by installing orbit correctors at the position of the
crab cavities that introduce the crab cavity deflection as seen at a certain reference
position along the bunch z.. To obtain the effect on particles at different positions
along bunch it is possible to apply the following scaling:

sin (%z)
x(z) = x (zref) — :
sin <

, 7.328
27ThCC z ) ( )
Lring ref

7.8.9 Step-by-step configuration procedure

Based on the method introduced in the previous sections, the following procedure
has been implemented in pymask to configure the beam-beam lenses in the sixtrack
and sixtracklib tracking model:

1. Inactive beam-beam lenses (not configured) are installed in both clockwise se-
quences (Beam 1 and Beam 2) at the locations of the HO and LR beam-beam
encounters. As discussed in Sec.7.8.7, at each IP a set of lenses is installed to
model the HO, one corresponding to each bunch slice.

2. The MAD-X twiss and survey tables are computed for both clockwise sequences.

3. The transverse beam shapes (X-matrix) are extracted from the twiss table for all
beam-beam lenses.

4. The positions of the beams at the beam-beam lenses in the lab frame are com-
puted combining the information from the survey and twiss tables, as discussed
in Sec.7.8.1.

5. The beam-beam separations are computed, as discussed in Sec.7.8.2.

6. For all HO interactions, the crossing plane and the crossing angle are identified,
as discussed in Sec.7.8.3.

7. The relevant quantities for the beam-beam lenses in the anticlockwise sequences
(Beam 3 and Beam 4) are obtained from the data computed for the lenses in the
clockwise sequences (Beam 1 and Beam 2), using the transformations described
in Sec.7.8.6.

8. The effect of the crab cavities is introduced by using the shape of the crab bumps
obtained from twiss tables computed with orbit correctors at the locations of the
cavities, as discussed in Sec.7.8.7.

9. The information computed before is used to configure the beam-beam lenses
in the MAD-X model of the sequence for which the tracking simulation will be
performed, typically either Beam 1 or Beam 4.
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10. The SixTrack input and the pysixtrack/sixtracklib input files are generated us-

11.

ing the MAD-X model and the additional information computed as described
above.

The closed orbit as computed from the MAD-X sequences is saved on file, for
the generation of matched beam distributions and for the computation of the
beam-beam dipolar kicks on the closed orbit, which are usually subtracted in
weak-strong tracking simulations.



Chapter 8

Bhabha scattering and beamstrahlung

8.1 Bhabha scattering

In quantum electrodynamics (QED), the Coulomb attraction of two opposite charges
(e.g. an electron and a positron) is called Bhabha scattering [35]. The mathematical
treatment of Bhabha scattering can be done using the method of equivalent photons
(Weizsdcker-Williams approach) [36, 37]. The essence of this method lies in the fact
that the electromagnetic field of a relativistic charged particle, say the positron, is
almost transversal and can therefore accurately be substituted by an appropriately
chosen equivalent radiation field of photons. Thus, the cross section for the scattering
of an electron with this positron (Bhabha scattering) can be approximated by that of
the electron and an "equivalent" photon (Compton scattering). In this case, the equiv-
alent photon corresponds to the exchanged virtual photon between the scattering pri-
maries. The whole process, including the subsequent emission of bremsstrahlung
photons can be treated in a numerical simulation as an inverse Compton scattering
process [38]. In this, the virtual photons emitted by the positron will collide with the
electron. Due to the relativistic dynamics of the participating leptons, the virtual pho-
tons have an energy which is often negligible compared to that of the leptons, thus
we can treat them as real. The process is called inverse since here the electron will lose
energy while the photons will gain energy, contrary to standard Compton scattering.
The scattered photons are real and typically end up with an energy E7 comparable to
the initial lepton energy E, [39].

The generation of photons from radiative Bhabha scattering in Xsuite can be divided
into 3 steps. First, the charge density of the opposite bunch slice at the location of
the macroparticle in the soft-Gaussian approximation is computed [40]. From this
one computes the integrated luminosity of the collision of the macroparticle with the
virtual photons represented by the slice, integrated over the time of passing through
the slice. Second, a set of virtual photons is generated corresponding to the total
energy of the opposite slice. Third, the code iterates over these virtual photons and
simulates the bremsstrahlung process as a series of inverse Compton scattering events
between the macroparticle and each virtual photon.
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A
®

P(x, y)

Figure 8.1: Schematic illustration of a single macroparticle from bunch 1 (blue) colliding with
a single longitudinal slice of the opposing bunch 2 (red).

8.1.1 Luminosity Computation

Figure 8.1 illustratres how Xfields computes the integrated luminosity in a collision
of a single macroparticle from one beam with a single slice of the opposing beam!.
On the figure x, y denote the transverse coordinates of a macroparticle in the boosted
and uncoupled frame, at the collision point with a slice of the opposing bunch, cor-
responding to the notation X", 3" in the previous sections. The centroid (mean) co-
ordinate of the opposing slice, with a bunch intensity of N, is denoted by x., y., in
the boosted, uncoupled, transported reference frame of its own bunch. Xfields mod-
els the charge density of a longitudinal slice as a 2D Gaussian distribution p(x,y).
Considering an infinitesimal area dxéy around the transverse position x, y of a given
macroparticle at the collision point with the slice, one can write the number of charges
with which this macroparticle will interact:

Ne(x,y) = Npsp(x,y)0xdy, (8.1)
and the integrated luminosity of the macroparticle-slice collision:

_ Ny - Ne(x,y)

b oxdy

= Ny uNysp(x,y), (8.2)

where Ny, ,, denotes the number of elementary charges per macroparticle.

!Note that this luminosity can be recorded in a table with the flag luminosity flag of the
BeamBeamGaussian3D element and lumitable keyword in the Xline internal log. The recorded en-
tries must be summed up to get the total integrated luminosity of the collision. This method has an
uncertainty of £10% compared to the analytical formula.
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8.1.2 Virtual Photon Generation

Equation (8.2) describes the integrated luminosity of primary-primary collisions. In
order to simulate the collision of the primaries with virtual photons instead, Xfields
uses the assumption that the virtual photon distribution N,,(x,y) is proportional to
that of the primary charges:

Ny (x,y) = nNe(x,y), (8.3)

where 7 is a proportionality factor denoting the number of virtual photons corre-
sponding to one elementary charge. The number density spectrum of virtual photons
is given by:

d 1+(1—x)? 1
dn e l+ (-7 1 (8.4)
dxdQ? 2m x Q2
hw E, . . .
where x = T = s the total energy of the virtual photon normalized to the
e e

primary energy and Q? is the squared virtuality of the virtual photon [41].

The virtual photon energies and virtualities can be drawn using the method of in-
verse CDF (Cumulative Distribution Function) sampling. The sampling algorithm in
Xsuite has been adapted from GUINEA-PIG [42], a Particle In Cell (PIC) based single
beam-beam collision simulation software. For each macroparticle in the beam, we
tirst compute the total amount of equivalent photons using the energy of the opposite
bunch slice. Subsequently, the energy and virtuality of each photon will be sampled.
In the current implementation all virtual photons inherit the dynamical variables of
the strong bunch slice centroid. Note that the virtual photons sampled this way will
also be "macroparticles” in the sense that they represent the dynamics of all virtual
photons generated by all charges in a primary macroparticle.

8.1.3 Inverse Compton Scattering of Virtual Photons

We account for the proportionality of the primary charge and virtual photon distribu-
tions described by Eq. (8.3) by resampling the virtual photons for each macroparticle.
With each photon, we simulate the bremsstrahlung process in the form of a set of in-
verse Compton scattering events. The number of Compton events can be described
as:

R = 0¢,t0t(5)L = 0C 40t (5) NipmNp 50 (X, ), (8.5)

4E.E,

m2ct
ton interaction, normalized to the rest mass of the primary [43], and o¢ (¢ (s) denotes
the total Compton scattering cross section, given by:

27172 4 8 1 8 1
(TC,tot(S): Se [ln(s—i—l) (1_E—S—2)-+§+E—m ’ (8.6)

where s ~ is the center of mass energy squared of the photon-primary Comp-
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with 7. being the classical electron radius. For each event, we sample the scattered
photon energy from the differential cross section:

doc 22 [ 1 4y 4y
= 1—y— 8.7
dy ~ s LT—y Y sy TR —yr) &
which describes the scattering of a beam of unpolarized photons on the primary
/ E!
charge [38]. Here y = hEi = E—7 is the energy of the scattered photon in units of
e e

the total energy of the colliding primary. Given the energy E!, we can compute the
scattering angle of the primary and the photon as well as their momenta, using the
constraints given by energy and momentum conservation. While the emitted pho-
ton spectrum corresponds to the sum of all charges represented by a macroparticle, a
given macroparticle should represent the dynamics of a single primary charge. Thus,
the dynamical variables of the macroparticles are updated according to energy and
momentum conservation accounting for the emission of only a fraction of the pho-
tons. The latter are picked randomly based on a probability corresponding to the
inverse of the number of charges per macroparticle.

8.2 Beamstrahlung

The implementation of beamstrahlung in Xfields is based on GUINEA-PIG [42]. In
this section a high level summary of the modeling is presented. Further details can be
found in [44].

Xfields samples the quantum theoretical synchrotron radiation spectrum G(v, ¢):

02

2,2
6(0.8) = =gy (O + 2 G ) 8)

which is normalized such that G(v = 0,¢) = 1 and G(v,¢) < 1 for all v and ¢. The
variable ¢ is defined as:

Eyit

‘="
and denotes the magnitude of the quantum correction, i.e. the critical energy normal-
ized to the energy E of the primary particle in GeV undergoing the beamstrahlung
process. The critical beamstrahlung energy is defined in the classical way as:

(8.9)

3hcy?

2p
The unitless variable y is related to the energy of the emitted beamstrahlung photon
E,:

Ecrit = (8-10)

E'Y 1
= _— (8.11)
4 Ecrit 1— %

Equation 8.11 can be expressed with the help of a uniform random variable v as fol-
lows:
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03

With these the number of beamstrahlung photons emitted in the interval [v, v + Av]
during a time interval J; can be given as:

AN, = poG(v,&)Av, (8.13)
where
2
po= 22 B0 o5y B (3.14)
I'(z) o P

is a scaling factor dependent on the relativistic 7y of the primary, the instantaneous
bending radius p and the fine structure constant . The bending radius of each macropar-
ticle in the electromagnetic field of a given longitudinal slice of the opposite bunch is

obtained from the radial kick:
Ff = Tpp |Fi2 4+ F;2, (8.15)

1
= —, 8.16
o E (8.16)
with Tpp = llﬁ = %. In the Xfields BeamBeamGaussian3D element the time interval

0t is expressed as a longitudinal distance Az, which is the distance the macroparti-
cle travels between two consecutive longitudinal slices and it corresponds to the bin
width of the longitudinal slicing.

Figure 8.2 shows the beamstrahlung photon number density poG(v,¢) for a fixed
value of pp and {. The area in the region C is the mean number of beamstrahlung
photons emitted during an interval J;, i.e. a passage through one longitudinal slice of
width Az.

The functions G1(y) and G(y) are defined as follows:

Gi(y) = 20 [
2y (8.17)
1
Gaty) = LB, )
237

Equations 8.17 are evaluated numerically with the below approximate formulas:

0<y<154
Gi(y) =y 3(1 — 0.8432885317 - y5 + 0.1835132767 - 2
— 0.0527949659 - v 5 + 0.0156489316 - /) (8.18)
Ga(y) = 13 (0.4999456517 — 0.5853467515 - /3
+0.3657833336 - 1> — 0.0695055284 - 5 + 0.0191803860 - %)
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1
dNy A
dv
P, —===3I---
C  pGWEH\B
0 v 1

Figure 8.2: Schematic illustration of the number density function of beamstrahlung photons
poG(v,¢) (red curve) for a given py (blue dashed line) and ¢, as a function of v.

154 < y < 4.48
Gy(y) = 2066603927 — 05718025351 - y + 0.04243170587 - >
—0.9691386396 + 5.651947051 - y — 0.6903991322 - 12 + 4  (8.19)
o) 1.8852203645 — 0.5176616313 - y + 0.03812218492 - 1/

~ —0.4915880600 + 6.1800441958 - y — 0.6524469236 - 12 + 1

448 <y <165.0
eV - 1.0174394594 + 0.5831679349 - y

G =7 0.9949036186 + y (8.20)
Goly) = L 02847316689 1 0.5830654600 .y
2= 0.3915531539 + y

For y > 165 the model assumes no radiation. With these one can simulate beam-
strahlung emission by first drawing a random uniform number p. The condition
p > po corresponds to region A on Fig. 8.2, therefore no photons are emitted. In
the other case a second random uniform number v is drawn, and Eq. 8.8 is computed.
If p < poG(v, ) is satisfied (region C) a photon is emitted with an energy

E, &o’
E 1-(01-¢&0%
otherwise no photon is emitted (region B). The generated beamstrahlung photons are

themselves macroparticles in the sense that they represent the dynamics of all photons
generated by all charges in a primary macroparticle.

(8.21)



Chapter 9

Wakefields and impedances

9.1 Transverse wakefields

Transverse wakefields are defined such that the corresponding transverse kicks can
be written as:

_ g k, I / NV N g
Apy =——— X Z YWY (z—2)dz 9.1)
i M)W (z —2')
Ap, — q ¢’ k1l Si (NG (o) WKL 1y gy
py = Hy [T E AW (2 - ) 2 92)
mofyﬁ JKT=0 —c0

where %(z) and 7(z) are the transverse centroid positions along the beam.
The convolution can be obtained numerically using the method of Section 11.2.
The lower order terms of the summation are often called as:

o W,?’O’O’O constant x

WS’O’O’O constant y
o W00 dipolar x, or driving x
° W;),l,o,o dipolar y, or driving y
o WLOD dipolar xy, or driving xy
. Wyl,o,o,o dipolar yx, or driving yx
o WOOLO :
p quadrupolar x, or detuning x
o WOOOL 1iad 1 d .
y quadrupolar y, or detuning y
o WOO001 -
p quadrupolar xy, or detuning xy
W;),o,l,o

quadrupolar yx, or detuning yx
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The z variable can be written as a function of time in the lab frame as:

We call Wx,y the wakefield defined as a function of time ¢:

Wiy () = Wy (—Boct) 9.4)
Wey(2) = Wy (—é) (9.5)

For ultrarelativistic beams we have:

Wyy(t) =0 fort <0 (9.6)
0 forz >0 9.7)

The coefficient 1/ 'yﬁ% in Egs. 9.1 and 9.2 comes from the fact that, if we have a force Fy
acting on a length As, we can derive the corresponding kick as follows:

APy, = FyAt, (9.8)

and substituting the P, with the normalized one p, = P - we find

F, Fy As
—At = .
Apy = By P ﬁoC 9.9)
hence substituting Py = mgyBoc we find
Fy
Apy = ——— 9.10

9.2 Transverse impedances

The transverse beam coupling impedances Zy , (w) are related to the wakefields through
a Fourier transform (see [45, Eq. 1.216]):

~ ] oo
Wy (F) = —é/ dw e 7,y (w) 9.11)
Zyy(w _]/ dt e TUTW, (1) . (9.12)

The equivalence between the two equations can be seen multiplying both sides of
Eq.9.11 by e /¢t and integrating over ¢

(o] C L~ ; 0 —+o00 . ,
dt e TWL () = =L [ ar dwZ (w)el@=t (9.13)
—0c0 Y 27T )~ —0o0 Y
+

= —L ~ * j(w_w/)t
= dw Zyy(w) /Oo dte : (9.14)
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We now apply the following property of the Dirac ¢ function

S(w—d) = Lﬂ /Oo dt el (@t (9.15)

and we find
00 N +oo
/ dt e T W, (1) = —j/ dw Zyy(w)d(w — ') = —jZyy (). (9.16)

We can write the impedances also in terms of the wakefield expressed as a function
of z = —Boct (using Egs. 9.22 and 9.22):

1 o0 Pz

Wi y(z) = —zj—n /_ . dw e P Zy y (w), (9.17)
] +00 oz

Zyy(w) = ﬁ /_ ) dze! Pr Wy (2) . (9.18)

As the transverse wakes are real functions, the impedances satisfy the following sym-
metry properties:

Re {Zyy(—w)} = —Re {Zsy(w)} (9.19)
Im{Z,(—w)} =Im{Z,(w)} (9.20)

9.3 Longitudinal wakefield

Longitudinal wakefields are defined such that the corresponding kicks can be written
as:
A= __TE / T A We(z— 7). 9.21)
moyp3c? J-eo
The minus sign is introduced such that a positive wake causes the particles to lose
energy. The convolution can be obtained numerically using the method of Section
11411520 in this case, we call W; the wakefield defined as a function of time ¢:

Wi () = W, (Boct) 02)
Wi(z) = We (—é) (9.23)

9.4 Longitudinal impedance

The longitudinal beam coupling impedances Z;(w) are related to the wakefields through
a Fourier transform (see [45, Eq. 1.216]):

—~ +o00 .
Wy(t) = % /_ dw e Zy(w), (9.24)

Zy(w) = / T g e (1) (9.25)

—00
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We can write the impedances also in terms of the wakefield expressed as a function
of z = —Byct (using Egs. 9.22 and 9.22):

1 +oo —jwi
Wi(z) = — / dw e T 7,(w), 9.26)
271 J-
+-00 oz
Zs(w) = #/—oo dze!“ Poc Wi (z) . (9.27)

As the longitudinal wake is a real function, the conrresponding impedance satisfies
the following symmetry properties:

Re{Zs(—w)} = Re{Zs(w)} (9.28)
Im{Z;(-w)} = —Im{Zs(w)} (9.29)

9.5 Analytical wakes

Resonator

Ultra-relativistic resonator with shunt impedance R, quality factor Q > 1 and reso-
nant frequency f,

* Longitudinal:

Wi(t) = %Re“f (cos(&}rt) -2 sin(cﬁrt)) , 9.30)
Zo(w) = —— . (9.31)
1-jQ (2 - 2)
e Transverse:
Wiy (t) = %e—“f sin(@yt) , (9.32)
Ziy(w) =1 R (9.33)

©1-jQ (% -2)
where w, = 27tf;, @y = wyy /1 — 4LQ2I & = 5. Ref: [45, Section 2.2]

Cylindrical thick wall

Cylindrical resistive wall wake, based on the "classic thick wall formula" (see e.g. [46,
Chapter 2]) with resistivity p, permeability u, radius r and length L:

* Longitudinal:

1 [z
W(t) = —L— nifr%, (9.34)
Ze(w) = L (14 ] sign(w)) =2 — (9.35)

27tr 8s(w) ’
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where 65 (w) = 4/ % is the frequency-dependent skin depth.

Note: the longitudinal resistive wall wake is negative for any value of ¢, while,
with the adopted sign convention, longitudinal wakes should be positive for
t — 0+. This happens because the thick wall approximation is not valid for
small t. Computing the wake numerically with IW2D shows that the resistive
wall wake is actually positive close to zero and performs a few oscillations after
which it agrees very well with the formula above. For applications where short
range effects are relevant this model should not be used.

e Transverse:

1 [cZop, 1
Wx,y(t) - Lﬁ 71' 2, (936)
0 1 1

7ir3 w./eop s (w)

Zyy(w) = L(1 4 sign(w)) (9.37)
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Chapter 10

Intra-Beam Scattering

Intra-beam scattering (IBS) is the process of small angle, multiple Coulomb scatter-
ing of charged particles within the beam. It leads to a redistribution of the particle
momenta in six-dimentional phase space.

10.1 Analytical Growth Rates

Theoretical models commonly characterize the effect of intra-beam scattering through
growth rates, or growth times. The former is expressed in [s7!]) and the latter in [s].
These govern the evolution of the rms beam sizes or rms emittances of the beam, de-
pending on the convention used.

Growth rates (and growth times) can be expressed in either amplitude or emittance
convention. The former governs the evolution of rms beam sizes while the latter
governs that of rms emittances. The two conventions are equivalent by a factor 2 and
conversion can be done as:

=2
—
Emit. Times Amp. Times
e g
x2
L = (%) ~
2
2 S < 3
Q » Q
g 3 S =
S < RS S
X2
. —
Emit. Rates Amp. Rates
-
2

Figure 10.1: Illustration of the conversions between IBS growth rates and times, across
emittance and amplitude conventions.

The growth rates themselves are expressed from the lattice optics as well as the beam
properties.
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In Xsuite, for consistency with synchrotron radiation damping times (see section 3.1),
the amplitude growth rates are computed. The horizontal (Ky), vertical (K,) and
longitudinal (K;) amplitude growth rates are defined as:

_1_ 1 del/?

* T N g}c/z dt 7
1 1 del/?

K, = y_ 10.1
1 1 del/?

KZ - - 82 7

where (Ty), (7,) and (7z) are the amplitude growth times.

Currently two different formalism are available to compute these growth rates. Both
assume transverse and longitudinal Gaussian bunch profiles. Both rely on the com-
putation of the Coulomb logarithm L, which in xfields is computed according to the
expression in the Physics Vade Mecum [47]:

Lc =In (r’”“") : (10.2)

Ymin

In Eq (10.2) 7,4y is taken as the smaller of 0y and the Debye length, while r,,;, is taken
as the larger of the classical distance of closest approach and the quantum diffraction
limit from the nuclear radius.

10.1.1 Nagaitsev Formalism

One available formalism follows the approach introduced by S. Nagaitsev in [48].
It provides a fast computation method through symmetric elliptic integrals of the
second kind, Rp(x,y,z), defined as:

3 [ dt
Rp(x,y,z) = —/ . (10.3)
Y SN (= Ean s
Interestingly, this elliptic integral has the following special properties:
Rp(x,x,x) = x 32, (10.4)
3
Rp(x,y,z) + Rp(y,z,x) + Rp(z,x,y) = (10.5)

XYz
Thanks to Eq (10.5) only two evaluations of this integral are needed to obtain various
simple terms from which one can compute the growth rates. Importantly, the compu-
tation time of this integral in Nagaitsev’s approach does not scale with the size of the
lattice.
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First the ay, a,, a5, a; and a, terms are computed:
y P

D2 1
ﬂx:&ray:@/ﬂs:ﬂx (_x_i_q)i) +ﬁ/

2
€x &y P b (10.6)
1 1
a = 5 (ax+ %), a2 = S (ax = 7’as)
where the @, , term is defined as:
/
D
oy, =D, — Y (10.7)
Y W 2By

Then the A1, A; and A3 terms are computed:

M =ay, Ay =ay+ /a3 + Y2022, A3 = ay — (/a5 + y2a2D2 (10.8)

and used to compute three integrals R, R, and R3 (though with Eq (10.5) only two
need to be computed):

1 1 1 1
Rl = —Rp(—,—,—
)\1 D(AZI )Lgl )Ll)’
1 1 1 1
R2 = —Rp(—,—,—), 10.9
1 1 1 1
R3 = —Rp —

Using all the above the S pr Syand S xp terms are computed according to Eq (10.10):

4

2
sp:% 2R —R, [ 1— 32 Ry |1+ 32
B+ a0 B+ 2202

1
Sx=75 |2R1— R {1+ 50 —Ry|1- 5 , (10.10)
\/ 3 + a3 d2 \/ 5+ 2az®%
3722
Sxp — ,Y xax (R - Rz)

From these, one computes the integrals - called the Nagaitsev integrals in the xfields
code base - I, I, and I:

C Byds D2
L= 22 |s X 4L ®2)S,+ S|,
o Laxay{ﬁ(ﬁfr x) ”+x”}
C B,ds
I, = Y (R, +R3 — 2R 10.11
Y OLO_xo_y(2+3 1)/ (0 )
C 4
I = i

o Lowoy ™"
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with C the circumference (or length) of the machine. Finally, the emittance growth rates
in the horizontal, vertical and longitudinal planes are computed as:

ldexy 1 NrjcLc 10.12)
ey dt ey 1271B3950, " '

1 de 1 NracL

s R e (10.13)
ey dt &y 123y 0,

lde, 1 NrjcLc (10.14)
e, dt o3 127p3yS0, z '

In the above N is the total beam intensity, r( the classical particle radius, c the speed
of light in vacuum, L¢ the Coulomb logarithm from Eq (10.2), B and < the relativistic
parameters of the beam and ¢, the bunch length.

Please note: Nagaitsev’s computations yield emittance growth rates. In Xsuite these
are computed as exposed above, and converted to amplitude growth rates before be-
ing returned to the user, as shown in Fig. 10.1.

Importantly, this formalism does not take into account vertical dispersion, and in the
presence of Dy, will yield an erroneous vertical growth rate. For machines with verti-
cal dispersion, the Bjorken-Mtingwa formalism presented below is recommended.

10.1.2 Bjorken-Mtingwa Formalism

The IBS growth rates can also be computed according to the theory by Bjorken and Mt-
ingwa [49]. The specific implementation follows that of the MAD-X code, for which
modifications to the terms of B&M'’s theory have been made by Antoniou and Zim-
mermann to account for vertical dispersion non-ultrarelativistic beams [50].

In this formalism, growth rates are computed at every element in the lattice and aver-
aged over the machine. For a given plane u (horizontal, vertical or longitudinal), the
emittance growth rate is computed as:

Nr2cmPLen? [ o dAN1/2 1 1
T, — o et / {Tlﬁwi‘( )-—3TLW>< )}
! 4T < 0 [det(L+AI)]Y? ' "\LTAl g L+ Al

(10.15)
in which N is the total beam intensity, ry the classical particle radius, ¢ the speed of
light in vacuum, m the mass of the considered particle, L the Coulomb logarithm
from Eq (10.2), y the relativistic parameter of the beam, and I' the six-dimensional
phase space volume of the beam, defined as:

T = (2r)° (By)® mPere,050% (10.16)
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with o the relative momentum spread and ¢, the bunch length. One
expression for T is corrected by a factor /2 for coasting beams.

In Eq (10.15) A is simply the integration variable, I is the 3x3 identity
the 3x3 matrix and the matrix L is defined as:

L=L® 410416,
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should note the

matrix, and L is

(10.17)

where the plane-dependent matrices L™, LW and L®) are defined as:

LY = 19 PHy/By 0 |
0 0 0
5 0 0 0
_ry
L(y)—g 0 *Hy/By —7dy |
0 —7¢y 1
000
L& =101 0
95
000
The @, , and Hy,, terms are defined as:
BryDxy
=D, -
Pry Y 2Bxy
and
D3y By
Y By .

(10.18)

(10.19)

(10.20)

(10.21)

(10.22)

In [50] a new expression was derived for each growth rates, which is the implemented
approach. In xfields, the computation of the growth rates takes the following steps.
First the a, b, c, ay, by, ay, by, a, and b, terms are computed as defined below:

(B ) e ()

Ex €y o5 & &y

(10.23)

212
. <&+@> (’72D32c_|_'7Dy+7_2>+%72(q>§+q>§)+‘8 Pv (1024

ex &y

exPx  €yPy ag Ex€y

c

_ BxBy (’YZD§ 7°Dj T+ 7_2>

_|_
exty \ &xPx &Py 02

X
exey

(10.25)
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H H 2
ay =277 <Hx+—y+i2)—ﬁx vy P (25’(—@—7—)
Y

&x & 02 Hyey,  Hyoy? ey 03

bbb (SPipgr)

sx ey 'ysz

ZH ZH 2 2 2 4
=<&+&> L e I +(&—ﬂ)&
€x &y Ex €y o3 &4 &} Ex &y ) &x

« (7P (Bx 2 x . 2202 22
- (Z—g <ﬁ__ ﬁy>+ﬁ By, ﬁﬁy72¢2+72< ﬁ% ))

ex &y ExEy ExEy g2

(10.26)

y
L PxHy (Bx 2Py
sny £y €y
(10.27)
H H, /H H
ay:_f(s—“r— %8—+0>+274ﬁ—y(8—y+8—">
4 x y & 0§ y Ny * (10.28)
PO (B 2 (B
Byos Ex &y &y !
2 H 4 *H
by = (@_ﬂ) (_x+_> (ﬁy 5x) V°Hy by
ey €y €y (75 €y €x ey exey
) 2(1)2 2(1)2 4H H. 1
por (25 Py %) 1y (& N &) Ty 1 (10.29)
&% & By \ex &) \& of
H.H H ;
+<&+@> Ay ey x¢2+_§/q)§ n ﬁxﬁy,yzq)z
&x & Byex ﬁy e £y Ex€y
H H 1
1 = 292 <_x+_y+_2)_&_@ (10.30)
£x ey 05 & &y

H 2 £2 2@2
b, _(;Bx /3y) ( +_y+lz>_zﬁxﬁy_72 <5x?x+ﬁy2y> (10.31)
&x & &x & 02 Ex€y e2 e

Finally, the emittance growth rates in the horizontal, vertical and longitudinal planes
are computed as:

(10.32)

1 dey Nr%cm3LC7T2 Y*H, /°° AL/2 [axA + by i
e dt T €y 0 (A3+aA2+bA+0)

ey dt T ey A3 +aA2 +bA+c

l@:Nrgcm3Lcn2<{&} /oo A2 [a, A+ b,] dA> (1033)
0o ( ) .
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Ldes_ Nrjewicrt [[2] > N2ladvb] 1034
e, dt 9T o5 | Jo (A*+ar2+DbA+c)

where the constants in the common fraction term are the same as for Eq (10.15), A is
an integration variable and the angled bracket signify the averaging over the lattice,
given the terms contained inside are arrays with one value per element.

Please note: Bjorken and Mtingwa’s computations yield emittance growth rates.
In Xsuite these are computed as exposed above, and converted to amplitude growth
rates before being returned to the user, as shown in Fig. 10.1. where the constants
in the common fraction term are the same as for Eq (10.15), A is an integration vari-
able and the angled bracket signifies the averaging over the lattice, given the terms
contained inside are arrays with one value per element.

10.2 Steady-state emittances

The steady-state emittances in the presence of Synchrotron Radiation (SR), Quantum
Excitation (QE), and Intra-Beam Scattering (IBS) emerge from a dynamic equilibrium,
where the combined effect of these three phenomena balances each other out. More
specifically, the QE and SR are accounted for through the natural emittances and SR
damping constants, the IBS is described by its growth rates. Each of these effects
depends on the optical functions along the storage ring. All the following equations
remain valid independently of which formalism (Nagaitsev or Bjorken-Mtingwa) is
used when computing the IBS growth rates. In addition, the SR damping constants
and IBS growth rates follow the amplitude convention as defined in Eq. (3.15).

10.2.1 Steady-state emittances with QE, SR, and IBS

The steady-state emittances are solutions to a system of three ordinary differential
equations describing the dynamic interplay of the QE, SR, and IBS. The system of dif-
ferential equations can be solved numerically by computing the emittance evolution
for a succession of infinitesimal time steps. The equations are as follows:

dey,
dt
IBS

£,0 is the natural emittance, ¢, the emittance, 3R the SR damping constant and «/,
the IBS growth rate. It can be noted that the IBS growth rates are a function of all three
emittances (x5° (ey, &y, €2)).

The steady-state emittance is reached when the emittance evolution reaches zero and

leads to:

= —erflR (ey —€up) + ZaﬁBSsu, Uu=xY,z (10.35)

€u0 .
ey = W, u=x,Y,2z (10.36)

Although mathematically correct, the equation assumes a finite vertical emittance. In
the case of lepton storage rings, the vertical emittance is often negligible in the absence
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of vertical dispersion or betatron coupling. As a result, the IBS growth rates would
reach extremely large values when a near zero vertical emittance is considered. A
finite vertical emittance is introduced through betatron coupling or an external exci-
tation to overcome this limitation.

10.2.2 Steady-state emittances due to betatron coupling

In the presence of betatron coupling, emittance sharing occurs between the two trans-
verse planes. The treatment of betatron coupling can be simplified by expressing it
through the emittance coupling factor x = &,/&y, the ratio of the perturbed vertical
emittance to the horizontal one.

Based on the natural emittance, defined in Eq. (3.39) but written in a form [51] so that
the horizontal damping partition number j, appears:

2]
5
gg=C -—
0 1 Jx I
where C; = %gmiec ~ 3.84 x 10~ 13 m for electrons, 7 the relativistic gamma and I, I5

respectively the second and fifth radiation integrals.

2 3
3 7 (K°H)
§0=C,— ,
0 q]x K2

~ i K
where j, = Jﬁ + % (10.37)

Here, j, represents the vertical damping partition number. After some simplifications
and remembering &) = & + &, we finally obtain:

z ) €0 g ) K€
,O = = - ,O = = -
T4k 1+K%I T4k 1+ xft

(10.38)

Furthermore, the perturbed horizontal and vertical emittances can be expressed as a
function of the ones without betatron coupling:

s KE

T (Ejy: .
1+« 1+«
Jx Jx

€y =

It can be noted that total transverse emittance conservation occurs solely if j, = j,.
As a result, the transverse emittance evolution can be rewritten as:

dg
d—: = 2058 (8, — &,0) +2alB%,, u=1xy (10.39)
And the steady-state transverse emittances become:

fu0 u=2xy (10.40)

aIBS
_ u
iR (1%, /jx )

e
=
I
~
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10.2.3 Steady-state emittances due to an external excitation

Alternatively, a finite vertical emittance can also be obtained by exciting the beam
using the Pulse-Picking by Resonant Excitation (PPRE) method [52] in the vertical
plane. In this situation, the horizontal and vertical planes are left uncoupled while
the vertical emittance can be controlled. Nonetheless, the emittance coupling factor
can still be employed. In this scenario, the emittance evolution follows Eq. (10.39) and
the final emittance Eq. (10.36). Compared to the previous case, the total transverse
emittance is not conserved even if jy = jy.

10.3 1IBS Kicks

The approach of using analytical growth rates does not provide a way to study the
interplay of IBS with arbitrary effects, such as space charge, electron clouds, beam-
beam, etc. To do so, it is necessary to include IBS effects in tracking simulations to-
gether with other desired effects. In xfields two elements are available to model IBS
effects in tracking simulations, both providing momenta kicks to tracked particles
according to a specific formalism.

10.3.1 Analytical Kicks

A first element is available to provide momenta kicks based on analytical growth
rates, according to the approach introduced by R. Bruce [53]. In xfields the computa-
tion of the kick is done as follows.

First, the beam intensity N, bunch length ¢, momentum deviation ¢, and geometric
emittances ¢y are inferred from the tracked particles object. These are used to com-
pute the analytical IBS growth rates. From these, each particle is given a momentum
kick in each dimension according to:

Apu = Rop, \/ZTIBS,uTrevaZﬁp(z) JU=X,Y,Z (10.41)

Here R is a random number from the standard normal distribution; 0}, is the standard
deviation of the momentum in plane u; Tjps , is the emittance growth rate for plane u;
Trev is the revolution frequency and p(z) is the longitudinal line density.

Note from the form of Eq (10.41) that only zero or strictly positive growth rates are
valid, and as such this formalism is traditionally available above transition energy.

The longitudinal line density p(z) is used as a weighting factor to provide a stronger
kick to particles in the denser regions of the bunch. It is obtained by binning the
longitudinal plane of the particle distribution and normalizing the values.
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10.3.2 Kinetic Kicks

A second element is available to provide momenta kicks based on diffusion and fric-
tion terms from the kinetic theory of gases, as introduced by P. Zenkevich [54]. The
momentum kick has a form similar to the Langevin equation:

Apy = —Kupuoz/1p(z) At + Roy, \/ZCMUZ\/Ep(z)At JU=X,Y,zZ (10.42)

where K, and C,, are functions of the friction and diffusion terms, respectively.

In xfields the exact implementation makes use of terms from the Nagaitsev formalism
(see 10.1.1) as derived by M. Zampetakis [55]. First the ay,ay, as,41 and a, terms are
computed according to Eq (10.6). Then the A1, A; and A3 terms are computed accord-
ing to Eq (10.8), to obtain the Ry, Rp and Rj elliptic integrals according to Eq (10.9).

New forms equivalent to the original diffusion and friction terms of the Approximate
Model can be expressed from these. By first defining

q = /a5 + y2a2P2, (10.43)

one can first compute:
1
Dix = - {2R1+R2 (1—“—2> +Rs (1+a—2)} :
2 q q

(10.44)

2
D,.= L {2R1+R2 <1+”—2)+R3 (1—”—2)},
2 q q

Kx:R2(1+a—2)+R3(1—a—2),
q q

K, = 2Ry, (10.45)

K, = 72 [RZ (1—%2)“%3 <1+%2)] .

The following integrals are computed from the above:

and then:

C B.ds D2
sz’ - 5x {Dx,x + (_x + q)}?}) Dz,z + Dx,z} ’

0 Coyoy B2
C B,ds
L yT"
yi o Coyoy vyr (10.46)
C ds
Dzi - —Dz,z .

0o Coxoy
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C B.ds D2
By— [ P [K + (—x +<I>,%) K] ,

0 Coxoy B3
¢ B,ds
L, = " Ky, 10.47
yt o Cooy X ( )
C ds
E; = .
Zi 0 C(Tny Z

with C the circumference of the machine. Finally, the new diffusion coefficients are
computed according to:

1 NrcLc
Cr = gt i D, (10.48)

1 NrjcLe
=——V — D, 10.49
ey 12BRyd0, Y (1049)

1 NricLc
=—=——— D, 10.50
GZ 0_52 127_[‘33,')/50_2 Z1 ( )

and the friction coefficients according to:

1 NrjcLc

1 NricL¢
[,=——29% "> F. 10.52
Y ey 12nB3 00, ( )

1 NrjcLe
EE=—-—0"F. 10.53
4 0_(% 127_[‘33,)/50_2 Z1 ( )

In the above N is the total beam intensity, rg the classical particle radius, c the speed of
light in vacuum, L¢ the Coulomb logarithm from Eq (10.2). p and vy are the relativistic
parameters of the beam and ¢, the bunch length.

From these coefficients, each particle is given a momentum kick in each dimension
according to:

A u = _.Fu uTre'Uz\/EO—Z Z -I_ RU TreyGuZ\/EUz Z ;u = x, ,Z (10.54)
p p p Pu P Yy

Here R is a random number from the standard normal distribution; p, and 0y, are
the momentum and its standard deviation in plane u; T}, is the revolution frequency
and p(z) is the longitudinal line density as defined previously (see 10.3.1).
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Chapter 11

FFT solvers and convolutions

11.1 Notation for Discrete Fourier Transform

We will use the following notation for the Discrete Fourier Transform of a sequence
of length M:

i = DFTp1(ay) Z ap e 7N fork €0,.., M (11.1)

The corresponding inverse transform is defined as:
M-
a, = DFT, Z e form €0,.., M (11.2)

Multidimensional Discrete Fourier Transforms are obtained by applying sequentially
1D DFTs.. For example, in two dimensions:

ik, = DFTam, {amxmy} = DFTy, {DFTMX {amxmy}}

My—1 ks —b o kymy (11.3)
Z e I2T M Z e 1My Agm,
my=0
ann, = DFTyL 0 Loy, } = DFT{DFT; fay s, ) )
1 Mol by My=1 kymy (11.4)
— Z o2 M Z My 4
kek
MMy = ky=0 !

11.2 FFT convolution - 1D case

The potential can be written as the convolution of a Green function with the charge
distribution:

P(x) = /+Oop(x’) G(x — x")dx' (11.5)

—00

139
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We assume that the source is limited to the region [0, L]:

p(x) = p(x) Mg 1 (x) (11.6)

where ITj, ; (x) is a rectangular window function defined as:

1 forx € [a,b]

(11.7)
0 elsewhere

I, (x) = {

We are interested in the electric potential only the region occupied by the sources, so
we can compute:

¢r(x) = ¢(x)p 1) (x) (11.8)
We replace Eq. (11.6) and Eq. (11.8) into Eq.(11.5), obtaining:
+o0
¢r(x) = I ) (x) . I ) (&) p(x") G(x — x")dx’ (11.9)

We apply the change of variable x” = x — x:
40
¢r(x) = o1y (x) T 1 (x = ") p(x — x) G(x”) dx” (11.10)

—00

The integrand vanishes outside the set of the (x, x") defined by:

L
0<x< (11.11)
0<(x—x")<L
We flip the signs in the second equation, obtaining;:
L
0<x< (11.12)
—L<(x"—=x)<0
Combining the two equations we obtain:
—L<—-L+x<x'"<x<L (11.13)

i.e. the integrand is zero for —L < x”" < L. Therefore in Eq.(11.10) we can replace
G(x"") with its truncated version:

GZL(XN) = G(x”) H[fL,L] (x”) (11.14)
obtaining:
—+00
¢r(x) = o ) (%) M py (x — ") p(x — x7) Gor (x")dx" (11.15)

—00

Since the two window functions force the integrand to zero outside the region |x”| <
L we can replace Gy (x”") with its replicated version:

+o0 +o0
Gaur(x") = ), Gor(x"—2nL) = ) G(x"—2nL)II_ ; (x" —2nL) (11.16)

n—=——0o0 n—=—0o0
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obtaining:
pL(x) = [ Tlgp (x) g (x —x") p(x = x"") Gorr(x")dx" (11.17)

We can go back to the initial coordinate by substituting x” = x — x’:
too / / /
PL(x) = o) () [ p(x') Gaun(x = ¥)dx (11.18)

This is a cyclic convolution, so we can proceed as follows. We split the integral:

+oo 2(n+1)L , , ,
¢(x) =T (x) ) /2 . p(x") Gorr(x — x') dx (11.19)
n=—oo v <N
In each term we replace x”/ = x’ + 2nL:
Hoo 2
¢r(x) =Ty (x) Y / p(x"" —2nL) Gorr(x — x"" —2nL) dx"" (11.20)
0

n=—oo

We use the fact that Gy r(x) is periodic:

+oo 2L
$L(x) =Ty (x) Y [ p(x" —2nL) Garr(x = x")dx"
0

n=—oo
(11.21)
2L Foo
x) / Z ,0 ¥ ZnL GZLR(X . x///)dx///
0 n="o0
We can define a replicated version of p(x):
P21R (X Z p(x —2nL) (11.22)
n—=—oo
noting that this implies:
porr(x) =0 forx € [L,2L] (11.23)
We obtain: .
ch(x) = H[O,L] (x) 0 pZLR(x’) GZLR(X — x’)dx’ (11.24)
The function:
2L / / /
¢2LR(X) = 0 pZLR(x ) GQLR(X — X )dx (11.25)

is periodic of period 2L. From it the potential of interest can be simply calculated by
selecting the first half period [0, L]:

¢r(x) =T 1] (x) P2rr(x) (11.26)
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To compute the convolution in Eq. 11.25 we expand ¢, r(x) in Fourier series:

—+o00

porr(x) = ) Py /231 (11.27)

k=—o0

where the Fourier coefficients are given by:

2L o
(ﬁk = % /() (PzLR(X) e I2kar (11.28)
We replace Eq. (11.25) into Eq. (11.28) obtaining;:

A

1 2L ,2L . ¥
(Pk — ﬁ / szR(x/) GzLR(x — X’) (37]27-[1{Z dx' dx (1129)
0 0

With the change of variable x”" = x — x’ we obtain:

2L

B 1 2L . A . X
P = ﬁ/o o2 (X)) e 2k 4y Gorr(x'")e 2™ dx" (11.30)

where we recognize the Fourier coefficients of porr(x) and Gorr(x):

1 2L

O = Z szR(x) e—janﬁ dx (11.31)
0
B 1 2L o
Gy = — GZLR(JC) e J2kar dx (11.32)
2L Jo
obtaining simply: X
¢ = 2L Gy px (11.33)
I assume to have the functions prr(x) and Gyrr(x) sampled (or averaged) with step:
2L L
he= 5 =< (11.34)

I can approximate the integrals in Egs. (11.31) and (11.32) as:

O = iMf (ra) e 278 = 15 (11.35)
Pk =M = P2LR(Xn = Mk -
Cr = iMiG () e 27 = 16 (11.36)
k=M Z 2LR(Xn = Mk :
where we recognize the Discrete Fourier Transforms:
pAk = DFTM {pQLR(Xn)} (11.37)
Gi = DFTy {Garr (xn)} (11.38)

Using Eq. (11.27) we can obtain a sampled version of ¢(x):

M-1
~ . kn
PoLr(xXn) = ) Prel? M (11.39)
n=0
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where we have assumed that ¢(x) is sufficiently smooth to allow truncating the sum.
Using Eqgs. (11.33), (11.35) and (11.36) we obtain:

M- 2L M- i kn
Porr(x,) = 2L Z Gy pr €27 = Ve Z i O e/*™m (11.40)
n=0 n=0
This can be rewritten as:
1 M_l A '2 kn 1
Parr(xn) = 37 ) (heGy) pr @™ = DFT) ! {¢} (11.41)
n=0
where
Pr = hxGy Px (11.42)
We call “Integrated Green Function” the quantity:
Gorr(¥n) = hxGorr (xn) (11.43)
we introduce the corresponding Fourier transform:
Gint — DFTy, {Gng(xn)} (11.44)
Eq. (11.42) can be rewritten as:
$r = GI" py (11.45)

In summary the potential at the grid nodes can be computed as follows:

1. We compute the Integrated Green function at the grid points in the range [0, L]:

Gint _ [ G0 11.46
LR (Xn) = - (x)dx (11.46)

n—3
2. We extend to the interval [L, 2L] using the fact that in this interval:

Ginte (x4) = G (x4 — 2L) = G (2L — x,) (11.47)

where the first equality comes from the periodicity of G (x) and the second

from the fact that G(x) is an even function (i.e. G(x) = G(—x)). Note that for
xy € [L,2L] we have that 2L — x,, € [0, L] so we can reuse the values computed
at the previous step.

3. We transform it:
Gi™ = DFTan {Gorr(%n)} (11.48)

4. We assume that we are given p(x,) in the interval [0, L]. From this we can obtain
p20r (Xn) over the interval [0, 2L] simply extending the sequence with zeros (see
Eq. (11.23)).

5. We transform it:
Or = DFTon {021r (x4) } (11.49)
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6. We compute the potential in the transformed domain:

¢ = Gintp,  for k € [0,2N] (11.50)
7. We inverse-transform:
¢orr (xn) = DFTop {c } (11.51)
which provides the physical potential in the range [0, L]:
<p(xn) = (PZLR(xn) for x,, € [0, L] (11.52)

11.3 Extension to multiple dimensions

The procedure described above can be extended to multiple dimensions by applying
the same reasoning for all coordinates. This gives the following procedure:

1. We compute the Integrated Green function at the grid points in the volume
[0, Ly] x [0,Ly] x [0, L;]:

h

int et g y"y+h7y Z"z+h72
CoLR (Xnes Yy 2ne) = | - dx | dy [ 2 dzGlxy,z) o (11.55)
nx T3 Yny—7 Znz =3

2. We extend to the region [0,2L,] x [0,2L,] x [0,2L;] using the fact that:

int int int

Gorr (Xn,Yn,2n) = Gor(Xn — 2Ly, Yn, zn) = Gopr(2Lx — X, Yn, Zn)
for x,, € [Ly,2Ly],yn € [O,ZLy],zn € [0,2L;] (11.54)

GizritR(xn/ymZn) = GizritR(xnryn - ZLyan) = GizritR(xanLy — Yn,Zn)
fory, € [Ly, 2Ly}, xy € [0,2L4],2, € [0,2L;] (11.55)

GS1'R (Xn, Y, Zn) = GYR(%n, Yn, Zn — 2Lz) = Gay'r (Xn, Yn, 2Lz — 21)

for z, € [Lz,2L,), X, € [0,2Ly], yn € [0,2Ly] (11.56)

This allows reusing the values computed at the previous step.

3. We transform it:

é;ifﬁykz = DFTan,2N,2N. { GaLr (X0, Yn, Zn) } (11.57)

4. We assume that we are given p(x,,, Y, z4) in the region [0, Ly] x [0, Ly] x [0, L;].
From this we can obtain porr(x,) over the region [0,2L,] x [0,2L,] x [0,2L,]
simply extending the matrix with zeros (see Eq. (11.23)).

5. We transform it:

Aint

Pik,k. = DFTan,oN, 2N {020R (X0, Y Zn) } (11.58)
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6. We compute the potential in the transformed domain:

(ﬁkxkykz = é]i{rj(ykz pkxkykz for kx/]//z € [O’ 2NX/]//Z] (1159)

7. We inverse-transform:
§21R (Xn, Y, 2n) = DTyl 5o {qskxkykz} (11.60)

which provides the physical potential in the region [0, Ly| x [0, L] x [0, L;]:

Qb(xn/]/nrzn) = 472LR(xn/]/n/Zn) for (xl’l/ Yn, Zn) € [O/ Lx] X [0/ Ly] X [O; Lz] (11.61)

11.4 Green functions for 2D and 3D Poisson problems

3D Poisson problem, free space boundary conditions

For the equation:

1
Vip(xy,2) = = -p(x,¥,2) (11.62)

where:

9 9 9
V= (5’ @’E) (11.63)

the solution can be written as
+00
¢(x,y,z) = /// o(x',y,Z)G(x—x",y—y,z—2)dx' dy d7’ (11.64)

where:

1 1

- 4meg \/x2 + y2 + 22

G(x,y,2) (11.65)
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The corresponding integrated Green function [56]. can be written as:

. St oyt ot
Cht o zn) = [ T [ Ty [ T d2G(x,y,2)
Xy — 3 Yny = Zn; =3
=+F (xnx + %,ynx + %,an + %)
—F <xnx i /]/nx zy, %)
—F (xnx + %,ynx hzy,znx - %)
+F (xnx + %,yn,, hzy, %)
—F(xnx—% +hzy,znx+%)
—I—F(xnx—% —i—hzy, %)
+F <xnx hzx Yny — hzy,znx + %)
where F(x,y,z) is a primitive of G(x,y, z), which can be obtained as:

x Yy x
F(x,y,z) :/ dx/y dy/ dzG(x,y,z)
X0 0 20

with (xg, Yo, zo) being an arbitrary starting point.
An expression for F(x,y,z) is the following

F( dxdydz

2 =g [ ez
Y " e X2+ y? + 22

= 1 —ZZ arctan XY
- 47'[80 2

2
7 arctan
z\/x2+y2+22> (y\/x2+y +22>
x? yz <
— ——arctan +yzln [ x4 (/x2+ 2-1—22)
2 (x\/x2+y2+zz> / /
+xz1n (y+\/x2+y2+zz>+xyln (z+\/x2+y2+zz>}

(11.66)

(11.67)
(11.68)
(11.69)
(11.70)
(11.71)
(11.72)
(11.73)

(11.74)

(11.75)

(11.76)

(11.77)

(11.78)

(11.79)

Note that we need to choose the first cell center to be in (0,0,0) for evaluation of the
integrated Green function. Therefore the cell edges have non zero coordinates and

the denominators in the formula will always be non-vanishing.
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2D Poisson problem, free space boundary conditions

For the equation:

1
Vig(x,y) = . P(oy) (11.80)
where: -
V= (5,@) (11.81)
the solution can be written as
+o0
P(x,y) :/// p(x",y)G(x —x',y —y')dx' dy’ (11.82)
where:
G(x,y) = e log ( 7 (11.83)

where r( is arbitrary constant which has no effect on the evaluated fields (changes the
potential by an additive constant).
The corresponding integrated Green function can be written as:

int x"x+h7x y”y+h7y
Garr (Xn, Yny) =/ \ dx/ . dyG(x,y,z) (11.84)
xnx—TX yny_jy
h h
—+F (xnx + g,ynx + %) (11.85)
h h
—F (xnx + %;ynx — %) (11.86)
h h
_F (xnx — ?" Yn, + ?}/) (11.87)
h h
+F (xnx - 7" Yo, — %) (11.88)
where F(x,y) is a primitive of G(x, y), which can be obtained as:
x Y
F(x,y) = / dx/ dy G(x,v) (11.89)
*0 Yo

where (xo, o) is an arbitrary starting point.
An expression for F(x, y) is the following (where we have chosen ry = 1):

1
F(x,y) = ~ e // In <x2 +y2> dx/,dy (11.90)
_ 1 — x? —1? _ 2 2
= Ines [3xy x“arctan(y/x) — y~arctan(x/y) — xyIn (x +vy )} (11.91)

Note that we need to choose the first cell center to be in (0,0) for evaluation of the
integrated Green function. Therefore the cell edges have non zero coordinates and
the denominators in the formula will always be non-vanishing.
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11.5 Generalization to observation interval different from
source interval

The potential generated by a source p(x) can be written as the convolution of a Green
function with the charge distribution:

“+o0
P(x) = / o(x") G(x — x")dx’' (11.92)

—00

We assume that the source is limited to the region [a, b

p(x) = p(x) iz (x) (11.93)

where I, ;) (x) is a rectangular window function defined as:

1 forx € [a,b]

I1 = 11.94
o) (%) {0 elsewhere ( )

We are interested in the electric potential in a given region [c, d], so we can compute:
Pea(x) = ¢(x) [ g (x) (11.95)

We combine Egs. (11.93), (11.95) and (11.92), obtaining:
—+o00

Pea(x) = Ijc 4 (x) M () p(x") G2 — x")dx’ (11.96)

We apply the change of variable x” = x — x”:

+oo
Pea(x) = | e (x) Ty (x = x") p(x — ) G(x") dx” (11.97)

The integrand vanishes outside the set of the (x, x”") defined by the two window func-

tions:
c<x<d
11.98

{a<(x—x”)<b ( )

We flip the signs in the second equation, obtaining:

c<x<d (11.99)
“b< (¥ —x)< —a

Combining the two equations we obtain:
c—b<-b+x<x'<—-at+x<d-—a (11.100)

i.e. the integrand is not zero for c — b < x” < d — a. Therefore in Eq. (11.97) we can
replace G(x) with its truncated version:

Gtr(x”) = G(x//) H[c—b, d—a| (x//) (11.101)
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obtaining:

+oo
Pea(x / g () Ty (x = x") p(x — x") Ge (x" )" (11.102)

We can go back to the initial coordinate by substituting x” = x — x:

+o00
Peax) = Mieg () [ p(x!) Gurlx = x)x’ (11.103)
We call:
Li—b—a (11.104)
Ly=d—c (11.105)

The measure of the set on which G (x) is non zero is
(d - a) — (C - b) = L1 + L2 (11.106)
We define L such that:
Li+ Ly, =2L (11.107)

Since the two window functions in Eq. 11.102 force the integrand to zero outside the
region ¢ — b < x” < d — a of measure 2L, we can replace G (x") with its replicated
version:

Gr(x" Z G (x" —2nL) Z G(x" —=2nL) Ty 4_q (x" —2nL) (11.108)
n=—oo n=—oo
obtaining:

—+o0
Pea(x) = T g (%) Ty (x — x") p(x — x) Gr(x")dx" (11.109)

We can go back to the initial coordinate by substituting x” = x — x:

—+o0
Pea () = i (x) | p(&') Gr(x = ')’ (11.110)

This is a cyclic convolution, so we can proceed as follows. We split the integral:
e 2L o
Pea(x) = I g (x) Y. /2 p(x") Gr(x — x') dx (11.111)

n=—oo /2nL

In each term we replace x”/ = x’ + 2nL:

+o 2L
Pea(x) =T g (x) ) /O p(x"" —2nL) Gr(x — x"" — 2nL) dx"" (11.112)

n—=——0o0
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We use the fact that Gg(x) is periodic:

= 2L " //I "
Peal®) =T (v) 3 [ p(x" = 20L) Gr(x = x")dx

n=—o0

2L
:H[c,d] (x)/ /// Z P X" ZnL dx""
0

n=—oo
We can define a replicated version of p(x):
+oo
pr(x) =}, plx—2ul)
We obtain: -
Pet(x) = Teay () [ pr(x') Gr(x = ')’
The function:

Pr(x) = /02L pr(x") Gr(x — x")dx’

(11.113)

(11.114)

(11.115)

(11.116)

is periodic of period 2L. Replacing in Eq. 11.115 we see that the potential of interest

can be simply calculated by selecting the right interval [c, d]:
Pea(x) = I 4 (x) Pr(X)

(11.117)

To compute the convolution in Eq. 11.116 we expand ¢r(x) in a Fourier series starting

from x = c:

where the Fourier coefficients are given by:

- 1 2L . x
o = T Pr(x) e~ 127har dye
0

We replace Eq. (11.116) into Eq. (11.119) obtaining:

. 1 2L 2L o
= —— r(X) Gr(x — x') e 727kar gy’ dx
2L Jo Jo P

With the change of variable x” = x — x’ we obtain:

qsk _ i /ZL pR(x’)e*jznk%dx’ /ZL GR(x//)e—jZNk’z‘—/L/ dx"
2L Jo 0

where we recognize the Fourier coefficients of pg(x) and Gg(x):
) 2L
fe=17p | Pr(Y)

2L
= ]27'(k
Gy —2L 0 GR( 2L dx

]27rk2L dx

(11.118)

(11.119)

(11.120)

(11.121)

(11.122)

(11.123)
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obtaining simply:
P = 2L Gy px (11.124)

We assume to have the functions pg(x) and Gg(x) sampled (or averaged) with step:

he =3 (11.125)

We assume that all intervals have size multiple of h,. So we can define:

Ny = Ly/hy (11.126)
Ny = Ly/hy (11.127)
We call:
PrRn = PR (a + nhy) (11.128)
Prn = PR (C + nhx) (11.129)
Grn = Gr (C —b+ Ylhx) (11.130)

By construction in the range 0 < n < M:

_ p(a+nhy) for0<n< N
=0, = 11.131
PR = Pn {O for Ny <n<M ( )
GrRu=Gyn=G(c—b+mnhy) for0<n<M (11.132)
We can approximate the integral as follows:
2L a+2L ) X
Ok = 2L or(x) e 1273t dx = ZL/ r(x) e 727k dx (11.133)
h M 1 i ku-&-nh;L i2 7tk i
ZpRa-l—nh)e]” 2L eJ”ZLMZpRe]”M (11.134)
We recognize the Discrete Fourier Transform:
~ —7 1 a 1
i = e J27kar S1OF T {orn} = e —J2mkar Vi (11.135)
and similarly we can obtain
- ke 1 iomke 14
Pr=e ]2”"2LMDFTM {Prn} = e JzﬂkzLM¢k (11.136)
~ P |
Gy = e 2k 110F T {Gra} = e —j2mk g MGk (11.137)

Replacing in Eq. 11.124 we obtain

A

B = hee ™5 5, = hyel2 W 5,6y (11.138)
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11.6 Compressed FFT convolution

We assume that the source has the form
B—1 |
p(x) =) p(x —jP)
j=A

where p}oc(x) is limited to the interval [a, b].
We are interested in the potential in a set of intervals given by:

[c+iP, d+iP] fori=C,..,D—1

The contribution of the j-th term of p to ¢ int the i-th interval:

+o0
9i(x) = / pI%(x' — jP) GIF j(x — x')dx’

where:
Gi'(x") = G(x") I;_pyp, 4—atip) (X")

We define a local version of G as
Gi"*(x) = G'(x +IP) = G(x +IP) 1y 44 (x)

obtaining:

—+o00

ij(x) = /_oo P}Oc(xl —jP) G}r,’]loc(x —x' = (i —j)P)dx’
We replace ¥’ = x" — jP:
Pii(x) = /+oo loc(x"y Gt loe(x — x' — iP)dx’

ij P i~

We define a local version of ¢:
$1°(x) = ij(x +iP)
obtaining:
IOC(X) _ e IOC(x/) Gt IOC(x . x’)dx’
P x)= | 0 i

I explicit all the pies:

+0o0
i (x) = /_Oo T 5 (X )T ey, g—a) (x = X' )0} (x) GJ¥ °°(x — x”)dx’

Again, we want to find the region in x where this is non-zero:

a<x <b
c—b<x—x'<d—a

(11.139)

(11.140)

(11.141)

(11.142)

(11.143)

(11.144)

(11.145)

(11.146)

(11.147)

(11.148)

(11.149)
(11.150)



11.6. COMPRESSED FFT CONVOLUTION

from which:

c—b+x <x<d—a+x
c—bt+a<x<d—a+b

So we find that (p};’c(x) is non-zero in the region:

c—Li<x<d+ 1L

The total potential in the i-th interval of interest:

—+o00
loc Z (Ploc Z /_oo ‘O}OC( )Gtr 10C( x’)dx’

153

(11.151)
(11.152)

(11.153)

(11.154)

Since all terms in the sum are zero outside the region defined by Eq. 11.153 also ¢1°C( )
is zero outside the same interval, which is larger by 2L; compared to the set of interest

c,d].
We build:

D—A-1

GN(x)= ). G~ L)

|=C—B+1
where:

Laux - Ll + LZ
and

aux Z ploc x _ jLaux)
and we define oo
¢aux(x) — / pauX(xl) Gaux(x_x/)dx/

We extract a segment of it:

9719 (x) = ¢ (x + iLawn ) T ) (%)
We replace Eq. 11.155:
+o0
B0 = e () [ () G™ (= '+ i)’
We replace Eq. 11.157 and Eq. 11.155:

4oo B—1 D-A-1

() = T (x) [ L 00 = Law) Y G (= (i

% i—A I=C—B+1

(11.155)

(11.156)

(11.157)

(11.158)

(11.159)

(11.160)

1) Laux )dx’

(11.161)

= H[c,d](x> 2 Z / p}oc(x/ —j aux) Gtr IOC( ¥y (l - l)Laux)dx’

(11.162)
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We change variable x” = x’ — (i — I) Laux

-1 B—1
(P?ux, IOC(x) _ Z Z / I1 cd IOC(x// + ( .y _j)Laux) Gltr, IOC(x . x”)dx”
[=C—B+1j=A
(11.163)
The integrand is nonzero for:
c<x<d (11.164)
a<x"+(i—1—j)Laux) <D (11.165)
c—b<x—x"<d—a (11.166)
I subtract the first and the last:
a<x"+(i—1—j)Laux) <D (11.167)
—b< —x"< —a (11.168)
I flip the last
a<x"<b (11.170)
The two are compatible only if
l=i—j (11.171)

This means that in the double sum only the terms satisfying Eq.11.171 are nonzero,
hence:

—+o0
(P?ux, IOC( H[cd Z / loc x//+ Gtr IOC( x”)dx” (11.172)

Comparing against Eq. 11.154 we find:
ITjg g ()2 () = T g (x) 1% (x) (11.173)
Using Eq. 11.159 we obtain:
I 4 (x) loc(x) = H[c,d}(x)(Paux(x + iLaux) (11.174)

To compute the convolution in Eq.11.158 we can use the results from the previous
section.
We call:

Ng=B—A (11.175)
Nr=D-C (11.176)
(11.177)
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The support of p?**(x) is:
[a + ALaux, @ + BLaux] having size NgLaux (11.178)
The support of G**(x) is:
[c—=b+ (C—B+1)Laux,c — b+ (D — A)Laux) having size (Ns + N7 — 1) Laux

(11.179)
Using a sampling step hy, we can define:
Ny = Li/hy (11.180)
Ny = La/hy (11.181)
Naux = Laux/hx = N1 + No (11.182)
The number of samples in the support of G®(x) is
Maux = (Ns + N7 — 1) Naux (11.183)
We define
G =G™ (¢ —b+ (C—B+1)Laux + mhy) for 0 < m < Maux (11.184)
Replacing Eq. 11.155:
D-A-1
G = Y GF%c— b+ (C— B+ 1)Laux + Mhy — ILauy) (11.185)
I=C—B+1
D-A-1
= G(c—b+ (C—B+1)Laux + IP 4 hy(m — INaux)) x(11.186)
I=C—B+1
H[C—b, d—ﬂ} (C - b + (C - B + 1)LauX + hx(m - lNaux)) (11.187)

We define:

Gls;gm = G(c—b+(C—B+1)Laux + 1P +nhy )Ty 4_g(c—b+(C—B+1)Laux+nhy)
for0 <#n < Naux and (C—B+1)<I< (D—A) (11.188)

So we can write:

—A-1
. segm
G%ux — | CZB 1 Gl,mleaux (11.189)
=C—B+
We define:
o _ P (a + ALaux +mhy) for 0 < m < NsNaux (11.190)
0 for NgNaux < m < Maux
We can use the result from before linking the DFTs of these sequences:
aux a —1)Naux+N
P = eJZNk BN/;+1I\)17L" fiix eJZNk (Ng+N7-1 I\taui pauxGaux (11.191)

The inverse DFT of ¢2"* provides:
o= ¢ (c + CLaux + mhy) for 0 < m < NrNaux (11.192)
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